
Monday, August 29, 2022

1 A Bit of Notation

In this course RN is the Euclidean space. Elements of RN are points (or vectors)
x = (x1, . . . , xN ), with xn ∈ R, n = 1, . . . , N . The inner product of x, y ∈ RN
is given by

x · y =

N∑
n=1

xnyn

and the Euclidean norm is

‖x‖ :=
√
x · x =

√
x2

1 + · · ·+ x2
N .

The open ball centered at x ∈ RN and radius r > 0 is given by B(x, r) := {y ∈
RN : ‖y − x‖ < r} and the open cube centered at x and side-length r > 0 is
given by Q(x, r) := {y ∈ RN : |yn − xn| < r/2 for every n = 1, . . . , N}.

A set I ⊆ R is an interval if for every x, y ∈ I, we have that tx+(1− t)y ∈ I
for every t ∈ (0, 1). The length of I is given by length I := sup I − inf I. The
empty set ∅, the real line R are intervals. Given N bounded intervals I1, . . . ,
IN ⊂ R, a rectangle in RN is a set of the form

R := I1 × · · · × IN .

The set N of natural numbers starts from 1, while N0 := N ∪ {0}.

2 Outer Measures

Consider a set X, for example the Euclidean space RN or an interval I ⊆ R.
We want to measure an arbitrary set E ⊆ X.

The idea is to try to approximate E as closely as possible with unions of
“nice”sets whose measure we know, for example in RN we could use cubes or
rectangles or balls, in an interval I we could use intervals (a, b) or (a, b].
So let’s take a family G ⊆ P (X). An element of G will be called an elemen-

tary set. What are the properties that we need on the family G? We want to
be able to cover every set of X. This is possible if we can cover X. Thus, let
us assume that there exists sequence {Xn}n in G such that X =

⋃∞
n=1Xn, and

let’s throw in G also the empty set.
Then we need a way to measure our elementary sets. So let’s consider a

function ρ : G → [0,∞] such that ρ (∅) = 0. For every set E ⊆ X we try to
cover E in the best possible way, that is, we define

µ∗ (E) := inf

{ ∞∑
n=1

ρ (En) : En ∈ G for every n ∈ N, E ⊆
∞⋃
n=1

En

}
. (1)

Let’s see some important examples. The most important is given by the
Lebesgue outer measure.
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Example 1 (Lebesgue Outer Measure) In the Euclidean space RN we take
as family of elementary sets G the family of all rectangles and we define the
elementary measure of a rectangle R as

measN R := length I1 · · · · · length IN .

For each set E ⊆ RN define

LNo (E) := inf

{ ∞∑
n=1

measN Rn : Rn rectangles, E ⊆
∞⋃
n=1

Rn

}
. (2)

Another important example is given by Lebesgue—Stieltjes outer measures.

Example 2 (Lebesgue—Stieltjes outer measure) Let I ⊆ R be an open in-
terval and let f : I → R be an increasing function. Take G to be the family of all
intervals (a, b], where a, b ∈ I, with a ≤ b, and define the elementary measure
ρ : G → [0,∞) by

ρ((a, b]) := f(b)− f(a).

Given E ⊆ I the Lebesgue-Stieltjes outer measure of E generated by f is given
by

µ∗f (E) := inf

{ ∞∑
n=1

(f(bn)− f(an)) : an, bn ∈ I, an ≤ bn, E ⊆
∞⋃
n=1

(an, bn]

}
.

(3)

More generally, we are interested in the case of functions f : I → RN or
f : I → C or f : I → Y , where Y is a normed space. In this case we can still
define ρ((a, b]) := f(b)− f(a) but (3) makes no sense now. We will need to do
something else.
Another important example is given by the Hausdorff outer measure in RN .

Loosely speaking the Hausdorff outer measure is a measure that is adapted to
measure sets of lower dimensions in RN , say a curve in the plane or a surface
in R3. It is also used to measure fractals.

Example 3 (The Hausdorff Outer Measure) Let 0 ≤ s < ∞. For 0 <
δ ≤ ∞ consider the family of elementary sets

Gδ :=
{
F ⊂ RN : diamF < δ

}
and for every F ∈ Gδ define the elementary measure

ρs (F ) := αs

(
diamF

2

)s
,

where αs > 0 is a constant. For each set E ⊆ RN we define

Hsδ (E) := inf

{ ∞∑
n=1

αs

(
diamEn

2

)s
: E ⊆

∞⋃
n=1

En, diamEn < δ

}
, (4)
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where, when s = 0, we only sum only over those En 6= ∅.
Since for each set E ⊆ RN the function δ 7→ Hsδ (E) is decreasing, there

exists
Hso (E) := lim

δ→0+
Hsδ (E) = sup

δ>0
Hsδ (E) . (5)

Hso is called the s-dimensional Hausdorff outer measure of E.

The particular value of the constant αs is not important and in a lot of books
it is taken to be 1. Here, we define

αs :=
πs/2

Γ
(
s
2 + 1

) ,
where Γ is the Euler Gamma function

Γ (t) :=

∫ ∞
0

e−xxt−1dx, 0 < t <∞.

Note that Γ (n) = (n− 1)! for all n ∈ N. The reason for this choice of constants
is that when N ∈ N, then αN is the Lebesgue measure of the unit ball in RN ,
so that LN (B (x, r)) = αNr

N for every open ball B (x, r) ⊂ RN .

Exercise 4 Prove that in the definition (5) it is possible to restrict the class of
admissible sets in the covers {En} to closed and convex sets (open and convex,
respectively), and that the condition diamEn < δ can be replaced by diamEn ≤ δ,
without changing the value of Hso (E).

What are the properties of the function µ∗ defined in (1)? It turns out that
µ∗ is an outer measure.

Definition 5 Let X be a nonempty set. A map µ∗ : P (X)→ [0,∞] is an outer
measure if

(i) µ∗ (∅) = 0;

(ii) µ∗ (E) ≤ µ∗ (F ) for all E ⊆ F ⊆ X;

(iii) µ∗ (
⋃∞
n=1En) ≤

∑∞
n=1 µ

∗ (En) for every countable collection {En} ⊆
P (X) (countable subadditivity).

Remark 6 In several books, outer measures are called measures.

Wednesday, August 31, 2022
Let’s prove that the function µ∗ defined in (1) is an outer measure.

Proposition 7 Let X be a nonempty set and let G ⊆ P (X) be such that ∅ ∈ G
and there exists {Xn} ⊆ G with X =

⋃∞
n=1Xn. Let ρ : G → [0,∞] be such

that ρ (∅) = 0. Then the map µ∗ : P (X) → [0,∞] defined in (1) is an outer
measure. Moreover,

µ∗ (E) ≤ ρ (E) (6)

for every E ∈ G.
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Proof. Since ∅ ∈ G we have that µ∗ (∅) = 0. If E ⊆ F ⊆ X then any sequence
{En}n of elements of G admissible for F in (1) is also admissible for E, and so
µ∗ (E) ≤ µ∗ (F ). Finally, let {Fk}k be a sequence of subsets of X. Fix ε > 0
and for each k find a sequence {En,k}k in G admissible for Fk in (1) and such
that

∞∑
n=1

ρ (En,k) ≤ µ∗ (Fk) +
ε

2k
.

Since N× N is countable, we may write {En,k}k,n∈N = {Rj}j∈N. Note that

∞⋃
k=1

Fk ⊆
∞⋃
j=1

Rj =

∞⋃
k=1

∞⋃
n=1

En,k,

and so (see Exercise 8 below)

µ∗

( ∞⋃
k=1

Fk

)
≤
∞∑
j=1

ρ (Rj) =

∞∑
k=1

∞∑
n=1

ρ (En,k) ≤
∞∑
k=1

µ∗ (Fk) + ε.

By letting ε→ 0+ we conclude the proof of (iii).
Finally, if E ∈ G, then taking E1 := E, En := ∅ for all n ≥ 2, it follows from

the definition of µ∗ that µ∗ (E) ≤ ρ (E).

Exercise 8 Double series.

(i) Let an,k ≥ 0, for k, n ∈ N. Prove that

∞∑
k=1

∞∑
n=1

an,k =

∞∑
n=1

∞∑
k=1

an,k.

(ii) Let ank ≥ 0, for k, n ∈ N and define cm :=
∑

n+k=m+1

an,k = a1,m + · · · +

am,1. Prove that
∞∑
m=1

cm =

∞∑
n=1

∞∑
k=1

an,k.

(iii) Let

ank :=

 1 if k = n,
−1 if k = n+ 1,
0 otherwise.

Prove that
∞∑
k=1

∞∑
n=1

ank 6=
∞∑
n=1

∞∑
k=1

ank.

Corollary 9 The set functions LNo , µ∗f , and Hso defined in (2), (3), (5), re-
spectively, are outer measures.
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Proof. The fact that LNo , µ∗f , and Hsδ are outer measures follow from Propo-
sition 7. It remains to show that Hso is an outer measure. Since Hsδ (∅) = 0 for
every δ > 0, letting δ → 0+ gives Hs0 (∅) = 0.
If E ⊆ F , then Hsδ (E) ≤ Hsδ (F ), and so letting δ → 0+ gives Hso (E) ≤

Hso (F ).
To prove countable subadditivity, let {En} ⊆ RN . Since Hsδ is an outer

measure, we have that

Hsδ

( ∞⋃
n=1

En

)
≤
∞∑
n=1

Hsδ (En) ≤
∞∑
n=1

Hso (En) ,

where in the last inequality we have used (5). Letting δ → 0+ and using (5)
once more gives the desired inequality.

Next we discuss under what conditions the elementary measure ρ coincides
with the outer measure µ∗ on elementary sets, that is, when we have equality
in (6).

Proposition 10 Let X be a nonempty set and let G ⊆ P (X) be such that ∅ ∈ G
and there exists {Xn}n in G with X =

⋃∞
n=1Xn. Let ρ : G → [0,∞] be such

that ρ (∅) = 0 and let µ∗ : P (X)→ [0,∞] be defined in (1). Then

µ∗(E) = ρ(E)

for every E ∈ G if and only if ρ is countably subadditive, that is,

ρ (E) ≤
∞∑
n=1

ρ (En)

for all E ⊆
⋃∞
n=1En with E,En ∈ G, n ∈ N.

Proof. Let E ∈ G and assume that

ρ (E) ≤
∞∑
n=1

ρ (En)

for all En ∈ G, n ∈ N, with E ⊆
⋃∞
n=1En. Taking the infimum over all such

{En}n we get ρ (E) ≤ µ∗(E), which, together with (6) implies that µ∗(E) =
ρ(E).
Conversely, if µ∗(E) = ρ(E) for every for every E ∈ G, then by properties

(ii) and (iii) of an outer measure,

ρ(E) = µ∗(E) ≤ µ∗
( ∞⋃
n=1

En

)
≤
∞∑
n=1

µ∗ (En) =

∞∑
n=1

ρ (En)

for all En ∈ G, n ∈ N, with E ⊆
⋃∞
n=1En.
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Exercise 11 Prove that

measN R ≤
∞∑
n=1

measN Rn

for every R, Rn rectangles in RN , with R ⊆
∞⋃
n=1

Rn. Conclude that

LNo (R) = measN R

for every rectangle in RN .

In general we have strict inequality in (6) for Lebesgue—Stiljies outer mea-
sures.

Theorem 12 Let I ⊆ R be an interval and let f : I → R be a monotone
function. Then for every x ∈ I◦ there exist the left and right limit

f− (x) := lim
y→x−

f(y), f+ (x) := lim
y→x+

f(y).

Moreover f = f+ = f− for all but countably many x. In particular, f has at
most countably many discontinuity points.

Proof. It’s in the real analysis notes.

Theorem 13 Let I ⊆ R be an open interval, let f : I → R be increasing. Then
for all a, b ∈ I, with a ≤ b,

µ∗f ((a, b]) = f(b)− f+(a)−
∑

x∈(a,b)

(f+(x)− f(x)). (7)

Moreover,
µ∗f ({a}) = f(a)− f−(a). (8)

Friday, September 2, 2022

3 σ-Algebras and Measures

In the previous section we have given the definition of outer measures and
provided a general method for constructing outer measures. The next question
is what to do with an outer measure. If we want to measure sets, an important
property that is desirable is that if we take two disjoint sets, then the measure
of the union should be the sum of the measures.
Unfortunately, in general an outer measure does not have this property. To

circumvent this problem Carathéodory proposed to restrict an outer measure
µ∗ : P (X)→ [0,∞] to a smaller class of subsets for which additivity of disjoint
sets holds. The class that we chose is the following:
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Definition 14 Let X be a nonempty set and let µ∗ : P (X) → [0,∞] be an
outer measure. A set E ⊆ X is said to be µ∗-measurable if

µ∗ (F ) = µ∗ (F ∩ E) + µ∗ (F \ E)

for all sets F ⊆ X.

Remark 15 By the subadditivity of µ∗ the inequality

µ∗ (F ) ≤ µ∗ (F ∩ E) + µ∗ (F \ E)

holds for all sets F ⊆ X. Hence, to prove that a set E ⊆ X is µ∗-measurable,
it suffi ces to show that

µ∗ (F ) ≥ µ∗ (F ∩ E) + µ∗ (F \ E) (9)

for all sets F ⊆ X. Moreover, it is enough to consider sets F ⊆ X such that
µ∗ (F ) <∞, since otherwise the inequality (9) is automatically satisfied.

We will see below in Theorem 20 that the restriction of µ∗ to the class

M∗ := {E ⊆ X : E is µ∗-measurable}

is additive, actually countably additive and that the class M∗ has some impor-
tant properties, precisely it is a σ-algebra.

Definition 16 Let X be a nonempty set. A collectionM ⊆ P (X) is an algebra
if

(i) ∅ ∈M;

(ii) if E ∈M then X \ E ∈M;

(iii) if E1, E2 ∈M then E1 ∪ E2 ∈M.

M is said to be a σ-algebra if it satisfies (i)—(ii) and

(iii)′ if {En} ⊆M then
⋃∞
n=1En ∈M.

To highlight the dependence of the σ-algebra M on X we will sometimes
use the notation M (X). If M is a σ-algebra then the pair (X,M) is called a
measurable space. For simplicity we will often apply the term measurable space
only to X.

Using De Morgan’s laws and (ii) and (iii)′, it follows that a σ-algebra is
closed under countable intersection.

Definition 17 Let X be a nonempty set and let M ⊆ P (X) be an algebra. A
map µ : M→ [0,∞] is called a (positive) finitely additive measure if

µ (∅) = 0, µ (E1 ∪ E2) = µ (E1) + µ (E2)

for all E1, E2 ∈M with E1 ∩ E2 = ∅.
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Definition 18 Let X be a nonempty set, letM ⊆ P (X) be a σ-algebra. A map
µ : M→ [0,∞] is called a (positive) measure if

µ (∅) = 0, µ

( ∞⋃
n=1

En

)
=

∞∑
n=1

µ (En)

for every countable collection {En}n in M of pairwise disjoint sets. The triple
(X,M, µ) is said to be a measure space.

Definition 19 Given a measure space (X,M, µ), the measure µ is said to be
complete if for every E ∈M with µ (E) = 0 it follows that every F ⊆ E belongs
to M.

Theorem 20 (Carathéodory) Let X be a nonempty set and let µ∗ : P (X)→
[0,∞] be an outer measure. Then

M∗ := {E ⊆ X : E is µ∗-measurable} (10)

is a σ-algebra and µ∗ : M∗ → [0,∞] is a complete measure.

Proof. Step 1: Since µ∗ (∅) = 0, for any F ⊆ X,

µ∗ (F ) = µ∗ (F ∩ ∅) + µ∗ (F \ ∅) ,

thus ∅ ∈M∗.
Step 2: To prove that if E ∈M∗, then X \E ∈M∗, it suffi ces to observe that

F ∩ (X \ E) = F \ E, F \ (X \ E) = F ∩ E.

Step 3: We show that if E1, E2 ∈ M∗, then E1 ∪ E2 ∈ M∗. Fix a set F ⊆ X
with µ∗ (F ) <∞. Using the fact that E1, E2 ∈M∗ we have that

∞ > µ∗ (F ) = µ∗ (F ∩ E1) + µ∗ (F \ E1) ,

µ∗ (F \ E1) = µ∗ ((F \ E1) ∩ E2) + µ∗ ((F \ E1) \ E2) .

We now add these two inequalities and cancel µ∗ (F \ E1) <∞ from both sides.
We get

µ∗ (F ) = µ∗ (F ∩ E1) + µ∗ ((F \ E1) ∩ E2) + µ∗ ((F \ E1) \ E2)

≥ µ∗ ((F ∩ E1) ∪ (F \ E1) ∩ E2) + µ∗ ((F \ E1) \ E2)

= µ∗ (F ∩ (E1 ∪ E2)) + µ∗ (F \ (E1 ∪ E2)) ,

where in the second inequality we have used the subadditivity of µ∗.
Thus M∗ is an algebra.

Step 4: To prove that µ∗ : M∗ → [0,∞] is a finitely additive measure, let E1,
E2 ∈M∗ be disjoint sets and let F ⊆ X. Since E1 ∈M∗ and E1, E2 are sets,
we obtain

µ∗ (F ∩ (E1 ∪ E2)) = µ∗ ((F ∩ (E1 ∪ E2)) ∩ E1) + µ∗ ((F ∩ (E1 ∪ E2)) \ E1)

= µ∗ (F ∩ E1) + µ∗ (F ∩ E2) ,

8



which implies finite additivity (take F := X).
Using an induction argument we have that if E1, . . . , Em ∈M∗, m ∈ N, are

pairwise disjoint and F ⊆ X, then
⋃m
n=1En ∈M∗ and

µ∗

(
F ∩

m⋃
n=1

En

)
=

m∑
n=1

µ∗ (F ∩ En) . (11)

Remark 21 Adam’s alternative proof of Step 3: We show that if E1, E2 ∈
M∗, then E1 ∪ E2 ∈ M∗. Fix a set F ⊆ X with µ∗ (F ) < ∞. Using the fact
that E1, E2 ∈M∗ we have that

∞ > µ∗ (F ) = µ∗ (F ∩ E1) + µ∗ (F \ E1) ,

µ∗ (F \ E1) = µ∗ ((F \ E1) ∩ E2) + µ∗ ((F \ E1) \ E2)

We now add these two inequalities and cancel µ∗ (F \ E1) <∞ from both sides.
We get

µ∗ (F ) = µ∗ (F ∩ E1) + µ∗ ((F \ E1) ∩ E2) + µ∗ ((F \ E1) \ E2) . (12)

Using again the fact that E1 ∈M∗, we have that

µ∗ (F ∩ (E1 ∪ E2)) = µ∗ ((F ∩ (E1 ∪ E2)) ∩ E1) + µ∗ ((F ∩ (E1 ∪ E2)) \ E1)

= µ∗ (F ∩ E1) + µ∗ ((F \ E1) ∩ E2) ,

where we used the fact that (F ∩ (E1 ∪ E2))∩E1 = F ∩E1 and (F ∩ (E1 ∪ E2))\
E1 = (F \ E1) ∩ E2. Using this identity in (12), we obtain We now add these
two inequalities and cancel µ∗ (F \ E1) <∞ from both sides. We get

µ∗ (F ) = µ∗ (F ∩ (E1 ∪ E2)) + µ∗ (F \ (E1 ∪ E2)) .

Monday, September 5, 2022
Labor Day, no classes

Wednesday, September 7, 2022
Proof.
Step 5: We are now ready to prove that µ∗ : M∗ → [0,∞] is a countably
additive measure. Let {En} ⊆M∗ be any sequence of pairwise disjoint sets and
let F ⊆ X. Since

⋃m
n=1En ∈M∗ for any m ∈ N, we have that

µ∗ (F ) = µ∗

(
F ∩

m⋃
n=1

En

)
+ µ∗

(
F \

(
m⋃
n=1

En

))

=

m∑
n=1

µ∗ (F ∩ En) + µ∗

(
F \

(
m⋃
n=1

En

))

≥
m∑
n=1

µ∗ (F ∩ En) + µ∗

(
F \

( ∞⋃
n=1

En

))
,
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by (11) and the subadditivity of µ∗. Letting m→∞ in the previous inequality
yields

µ∗ (F ) ≥
∞∑
n=1

µ∗ (F ∩ En) + µ∗

(
F \

( ∞⋃
n=1

En

))
. (13)

By the properties of outer measures, the right-hand side of the previous inequal-
ity is greater than or equal to

µ∗

(
F ∩

( ∞⋃
n=1

En

))
+ µ∗

(
F \

( ∞⋃
n=1

En

))
,

and so

µ∗ (F ) ≥ µ∗
(
F ∩

( ∞⋃
n=1

En

))
+ µ∗

(
F \

( ∞⋃
n=1

En

))
,

which implies that
⋃∞
n=1En ∈ M∗. On the other hand, taking F :=

⋃∞
n=1En

in (13) gives

µ∗

( ∞⋃
n=1

En

)
≥
∞∑
n=1

µ∗ (En) ,

and so µ∗ : M∗ → [0,∞] is a countably additive measure.
Step 6: To prove that M∗ is a σ-algebra, let {En} ⊆M∗. Then the sets

F1 := E1, Fn+1 := En+1 \
n⋃
k=1

Ek

belong to M∗ and are pairwise disjoint. Hence,

∞⋃
n=1

En =

∞⋃
n=1

Fn ∈M∗.

Step 6: Finally, if µ∗ (E) = 0, then by the monotonicity of the outer measure,
µ∗ (F ∩ E) = 0 for all sets F ⊆ X. Hence E is µ∗-measurable and µ∗ : M∗ →
[0,∞] is a complete measure.

Example 22

(i) The class of all LNo -measurable subsets of RN is called the σ-algebra
of Lebesgue measurable sets, and by Carathéodory’s theorem, LNo re-
stricted to this σ-algebra is a complete measure, called the N—dimensional
Lebesgue measure and denoted by LN . Given a Lebesgue measurable set
E ⊆ RN , we will write indifferently

LN (E)

for the Lebesgue measure of E.
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(ii) By Carathéodory’s theorem, Hso restricted to the σ-algebra of all Hso-measurable
subsets of RN is a complete measure denoted Hs and called s-dimensional
Hausdorff measure.

(iii) Let I ⊆ R be an open interval and let f : I → R be an increasing func-
tion. By Carathéodory’s theorem, µ∗f restricted to the σ-algebra of all
µ∗f -measurable subsets of I is a complete measure denoted µf and called
the Lebesgue-Stieltjes measure generated by f .

Using Carathéodory’s theorem, we have created a large class of complete
measures. The next problem is to understand the classM∗ of the µ∗-measurable
sets. For instance, in the case of the Lebesgue measure LN , it is important to
determine if a ball, or a cube, or an open set is Lebesgue measurable.
Let X be a nonempty set. Given any subset F ⊆ P (X) the smallest (in the

sense of inclusion) σ-algebra that contains F is given by the intersection of all
σ-algebras on X that contain F .
If X is a topological space, then the Borel σ-algebra B (X) is the smallest

σ-algebra containing all open subsets of X.

Definition 23 Let X be a metric space and let µ∗ : P (X)→ [0,∞] be an outer
measure. Then µ∗ is said to be a metric outer measure if

µ∗ (E ∪ F ) = µ∗ (E) + µ∗ (F )

for all sets E, F ⊆ X, with

dist (E,F ) := inf {d (x, y) : x ∈ E, y ∈ F} > 0.

Proposition 24 The outer measures Hso ,0 ≤ s < ∞, µ∗f , and LNo are metric
outer measures.

Proof. We only prove it for LNo . Let E, F ⊂ RN be such that d := dist (E,F ) >
0 and consider a sequence {Rn}n of rectangles such that

E ∪ F ⊆
∞⋃
n=1

Rn.

By partitioning each rectangle Rn into smaller rectangles, if necessary, we can
assume that diamRn <

d
2 for every n. Hence, if Rn ∩ E 6= ∅, then necessarily,

Rn ∩ F = ∅, while if Rn ∩ F 6= ∅, then necessarily, Rn ∩ E = ∅. Thus, we can
divide the sequence {Rn}n into two subsequences, one covering E and one F .
It follows that
∞∑
n=1

measN Rn =
∑

Rn∩E 6=∅

measN Rn +
∑

Rn∩F 6=∅

measN Rn ≥ LNo (E) + LNo (F ).

Taking the infimum over all sequences {Rn}n covering E ∪ F gives

LNo (E ∪ F ) ≥ LNo (E) + LNo (F ).
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The other inequality follows from the fact that LNo is an outer measure. Thus,
we have shown that LNo is a metric outer measure.

Friday, September 9, 2022

Proposition 25 Let X be a metric space and let µ∗ : P (X) → [0,∞] be a
metric outer measure. Then every Borel set is µ∗-measurable.

Proof. Since closed sets generate the Borel σ-algebra B (X), to show that M∗

contains B (X), it is enough to prove that M∗ contains all closed sets. Thus let
C ⊆ X be a closed set and let F ⊆ X be such that µ∗ (F ) < ∞. For n ∈ N
define

E0 := {x ∈ F \ C : dist (x,C) ≥ 1}

En :=

{
x ∈ F \ C :

1

n+ 1
≤ dist (x,C) <

1

n

}
.

Note that the sets En are disjoint. Moreover, since C is closed we have that

∞⋃
n=0

En = F \ C.

Indeed, if x ∈ F \ C, then dist (x,C) > 0, and so we may find n ∈ N such that
x ∈ En.

If x ∈ E2k and y ∈ En, where n ≥ 2k + 2, then

1

2k + 1
≤ dist (x,C) ≤ d (x, y) + dist (y, C) < d (x, y) +

1

n

and so d (x, y) ≥ 1
2k+1 −

1
n > 0, which implies that dist (E2k, En) > 0 for all

k ≥ 0 and all n ≥ 2k + 2. By the fact that µ∗ is a metric outer measure, for all
k ∈ N,

k∑
j=0

µ∗ (E2j) = µ∗

 k⋃
j=0

E2j

 ≤ µ∗ (F ) <∞

Similarly
k∑
j=1

µ∗ (E2j−1) ≤ µ∗ (F ) <∞.

Thus the series
∑∞
j=0 µ

∗ (E2j) and
∑∞
j=1 µ

∗ (E2j−1) are convergent. In turn,
the series

∑∞
n=0 µ

∗ (En) is convergent.

Next observe that the sets F ∩ C and
n⋃
j=0

Ej have positive distance, since if

x ∈ F ∩ C and y ∈
n⋃
j=0

Ej , then

1

n+ 1
≤ dist (y, C) ≤ d (x, y) .

12



Hence, using again the fact that µ∗ is a metric outer measure, we have that

µ∗ (F ∩ C) + µ∗ (F \ C) = µ∗ (F ∩ C) + µ∗

 ∞⋃
j=0

Ej


= µ∗ (F ∩ C) + µ∗

n−1⋃
j=0

Ej ∪
∞⋃
j=n

Ej


≤ µ∗ (F ∩ C) + µ∗

n−1⋃
j=0

Ej

+ µ∗

 ∞⋃
j=n

Ej


≤ µ∗ (F ∩ C) + µ∗

n−1⋃
j=0

Ej

+

∞∑
j=n

µ∗ (Ej)

= µ∗

(F ∩ C) ∪
n−1⋃
j=0

Ej

+

∞∑
j=n

µ∗ (Ej)

≤ µ∗ (F ) +

∞∑
j=n

µ∗ (Ej) .

Letting n → ∞, we conclude that µ∗ (F ∩ C) + µ∗ (F \ C) ≤ µ∗ (F ) and the
proof is complete.

It follows from the previous two propositions that open sets, closed sets,
and Borel sets are Lebesgue measurable and Hso-measurable, and, when N = 1,
µ∗f -measurable.

Proposition 26 Let (X,M, µ) be a measure space.

(i) If {En}n is an increasing sequence of subsets of M then

µ

( ∞⋃
n=1

En

)
= lim
n→∞

µ (En) .

(ii) If {En}n is a decreasing sequence of subsets of M and µ (E1) <∞ then

µ

( ∞⋂
n=1

En

)
= lim
n→∞

µ (En) .

Example 27 Without the hypothesis µ (E1) < ∞, property (ii) may be false.
Indeed, let En := [n,∞). Then {En}n is a decreasing sequence, L1 (En) = ∞
for all n ∈ N, but

L1

( ∞⋂
n=1

En

)
= L1 (∅) = 0 6= lim

n→∞
L1 (En) =∞.

13



Monday, September 12, 2022
Let’s prove the proposition.

Proof. (i) Define
Fn := En \ En−1,

where E0 := ∅. Since {En}n is an increasing sequence, it follows that the sets
Fn are pairwise disjoint with

⋃∞
n=1En =

⋃∞
n=1 Fn, and so by the properties of

measures we have

µ

( ∞⋃
n=1

En

)
= µ

( ∞⋃
n=1

Fn

)
=

∞∑
n=1

µ (Fn) = lim
l→∞

l∑
n=1

µ (Fn)

= lim
l→∞

µ

(
l⋃

n=1

Fn

)
= lim
l→∞

µ (El) .

(ii) Apply part (i) to the increasing sequence {E1 \ En}n to get

lim
n→∞

(µ (E1)− µ (En)) = lim
n→∞

µ (E1 \ En) = µ

( ∞⋃
n=1

(E1 \ En)

)

= µ

(
E1 \

∞⋂
n=1

En

)
= µ (E1)− µ

( ∞⋂
n=1

En

)
.

Since µ (E1) <∞, we get

lim
n→∞

µ (En) = µ

( ∞⋂
n=1

En

)
.

4 Lebesgue integration of nonnegative functions

We are now in a position to introduce the notion of integral. Let (X,M, µ) be
a measure space. Given a set E ⊆ X the characteristic function of E is the
function χE , defined by

χE (x) :=

{
1 if x ∈ E,
0 otherwise.

Let E,F ⊆ X belong to the σ-algebra M. We define the integral of χE over F
as ∫

F

χE dµ := µ(F ∩ E).
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Definition 28 Let (X,M) be a measurable space and E ∈M. A simple func-
tion is a function s : E → R that can be written as

s =
∑̀
n=1

cnχEn ,

where c1, . . . , c` ∈ R and the sets En are measurable.

Let (X,M, µ) be a measure space, E ∈M, and s : E → [0,∞) be a nonneg-
ative simple function. If s 6= 0, we can write

s =
∑̀
n=1

cnχEn ,

where the sets En ⊆ E are measurable, pairwise disjoint, and cn > 0 for all
n = 1, . . . , `. Given F ∈ M with F ⊆ E, we define the Lebesgue integral of s
over F as ∫

F

s dµ :=
∑̀
n=1

cnµ(F ∩ En). (14)

We leave as an exercise to show that the integral does not depend on the par-
ticular representation of s, that is, that if

s =

m∑
k=1

dkχFk ,

where the sets Fk ⊆ E are measurable, pairwise disjoint, and dk > 0, then∫
F

s dµ =

m∑
k=1

dkµ(F ∩ Fk).

We set
∫
F

0 dµ := 0.

Proposition 29 Let (X,M, µ) be a measure space, E,F ∈ M, with F ⊆ E,
and s, t : E → [0,∞) be simple functions. Then∫

F

(s+ t) dµ =

∫
F

s dµ+

∫
F

t dµ

and ∫
F

cs dµ = c

∫
F

s dµ

for every c ≥ 0, where we set 0 · ∞ := 0.

Proof. Exercise.
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Proposition 30 Let (X,M, µ) be a measure space and s : X → [0,∞) be a
simple function. Then the set function

ν (E) :=

∫
E

s dµ, E ∈M,

is a measure.

Proof. If s = 0, then ν = 0 and there is nothing to prove. Assume s 6= 0 and
let s =

∑`
n=1 cnχEn , where the sets En are measurable, pairwise disjoint, and

cn > 0 for all n = 1, . . . , `. Let {Fk}k be a sequence of measurable, pairwise
disjoint sets. Then ν(∅) =

∫
∅ s dµ = 0 and

ν

( ∞⋃
k=1

Fk

)
=

∫
⋃∞
k=1 Fk

s dµ =
∑̀
n=1

cnµ

(
En ∩

∞⋃
k=1

Fk

)
=
∑̀
n=1

cnµ

( ∞⋃
k=1

(Fk ∩ En)

)

=
∑̀
n=1

cn

∞∑
k=1

µ(Fk ∩ En) =

∞∑
k=1

∑̀
n=1

cnµ(Fk ∩ En)

=

∞∑
k=1

∫
Fk

s dµ =

∞∑
k=1

ν(Fk),

where we used the fact that µ is a measure, the sets Fk are pairwise disjoint,
and Exercise 8.

Definition 31 Let (X,M) be a measurable space, E ∈M, and f : E → [0,∞].
We say that f is Lebesgue measurable if there exists a sequence of simple func-
tions sn : E → [0,∞) such that sn ≤ f for every n and sn → f pointwise in
E.

Proposition 32 Let (X,M) be a measurable space, E ∈M, and f : E → [0,∞]
and g : E → [0,∞] be two measurable functions. Then f + g, fg, min {f, g},
max {f, g} are measurable.

Proof. Exercise.

Proposition 33 Let (X,M) be a measurable space, E ∈ M, and fn : E →
[0,∞], n ∈ N, be measurable functions. Then supn fn, infn fn, lim infn→∞ fn,
and lim supn→∞ fn are measurable.

Proof. Exercise.
Wednesday, September 14, 2022

Remark 34 Let (X,M) be a measurable space, E ∈ M, and f : E → [0,∞]
be Lebesgue measurable. Then there exists a sequence of simple functions sn :
E → [0,∞) such that sn ≤ f for every n and sn → f pointwise in E. By taking
tn = max{s1, . . . , sn}, we have that tn is still a simple function, 0 ≤ tn ≤ f , and
tn → f pointwise in E by the squeeze theorem. Thus, in what follows, without
loss of generality, we can assume that the sequence {sn}n of simple functions
approximating a measurable function has the property that sn ≤ sn+1 in E.
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Definition 35 Let (X,M, µ) be a measure space. Given E,F ∈M with F ⊆ E
and a measurable function f : E → [0,∞], the (Lebesgue) integral of f over F
is ∫

F

f dµ := sup

{∫
F

s dµ : s simple, 0 ≤ s ≤ f in F
}
.

We list below some basic properties of Lebesgue integration for nonnegative
functions.

Proposition 36 Let (X,M, µ) be a measure space, let E,F ∈ M with F ⊆ E
and let f , g : E → [0,∞] be two measurable functions.

(i) If f ≤ g, then
∫
F
f dµ ≤

∫
F
g dµ.

(ii) If c ∈ [0,∞), then
∫
F
cf dµ = c

∫
F
f dµ (here we set 0∞ := 0).

(iii)
∫
F
f dµ = 0 if and only if f (x) = 0 for µ a.e. x ∈ F (even if µ (F ) =∞).

(iv) If µ (F ) = 0, then
∫
F
f dµ = 0, (even if f ≡ ∞ in E).

(v) If
∫
F
f dµ <∞ then f(x) <∞ for µ a.e. x ∈ F .

(vi)
∫
F
f dµ =

∫
E
χF f dµ.

Proof. (i) If s is a simple function with 0 ≤ s ≤ f in F , then s ≤ f ≤ g in F
and so ∫

F

s dµ ≤ sup

{∫
F

t dµ : t simple, 0 ≤ t ≤ g in F
}

=

∫
F

g dµ.

Taking the supremum over all such s gives
∫
F
f dµ ≤

∫
F
g dµ.

(ii) Assume that c > 0. If s is a simple function with
∑`
n=1 cnχEn and

0 ≤ s ≤ f in F , then cs is also a simple function and

c

∫
F

s dµ = c
∑̀
n=1

cnµ (En ∩ F ) =
∑̀
n=1

ccnµ (En ∩ F ) =

∫
F

cs dµ.

Since 0 ≤ cs ≤ cf we get ∫
F

cs dµ ≤
∫
cf dµ.

But

c

∫
F

s dµ =

∫
F

cs dµ ≤
∫
F

cf dµ

or equivalently
∫
F
s dµ ≤ 1

c

∫
F
cf dµ. Taking the supremum over all such s

gives
∫
F
f dµ ≤ 1

c

∫
F
cf dµ, that is, c

∫
F
f dµ ≤

∫
F
cf dµ. Since what we proved

holds for every f and c, to obtain the converse inequality it suffi ces to apply
what we just proved to the function h = cf , and with c replaced by 1

c , namely
1
c

∫
F
h dµ ≤

∫
F

1
ch dµ. Then

1
c

∫
F
cf dµ = 1

c

∫
F
h dµ ≤

∫
F

1
ch dµ =

∫
F

1
c cf dµ

which gives
∫
F
cf dµ ≤ c

∫
F
f dµ. The case c = 0 is left as an exercise.
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(iii) Assume that
∫
F
f dµ = 0. For n ∈ N define

Fn :=

{
x ∈ F : f (x) ≥ 1

n

}
.

Then f ≥ 1
nχFn , and so

0 =

∫
F

f dµ ≥
∫
F

1

n
χFn dµ =

1

n
µ (Fn) .

Since

F+ := {x ∈ F : f (x) > 0} =

∞⋃
n=1

Fn,

it follows that µ (F+) = 0. Thus f (x) = 0 for µ a.e. x ∈ F .
Conversely, assume that there exists a set F0 ∈M with µ(F0) = 0 such that

f(x) = 0 for all x ∈ F \ F0. Given a simple function 0 ≤ s ≤ f , we have that
s = 0 in F \F0 and so if s =

∑`
n=1 cnχEn , then we can assume that c1 = 0 and

F \ F0 ⊆ E1 and so∫
F

s dµ =
∑̀
n=1

cnµ (En ∩ F ) = 0 +
∑̀
n=2

cnµ (En ∩ F0) = 0.

Since this is true for all simple functions s below f , we get
∫
F
f dµ = 0.

(iv) Given a simple function 0 ≤ s ≤ f , if s =
∑`
n=1 cnχEn , then∫

F

s dµ =
∑̀
n=1

cnµ (En ∩ F ) = 0.

Since this is true for all simple functions s below f , we get
∫
F
f dµ = 0.

(v) Take s = nχE∞ , where E∞ := {x ∈ F : f(x) = ∞}. Then s is simple
and 0 ≤ s ≤ f . It follows that

nµ(E∞) =

∫
F

s dµ ≤
∫
F

f dµ <∞.

Letting n→∞ we have that µ(E∞) = 0.
(vi) Note that if s =

∑`
n=1 cnχEn , then sχF is a simple function with sχF =∑`

n=1 cnχEn∩F and so∫
F

s dµ =
∑̀
n=1

cnµ (En ∩ F ) =

∫
E

sχF dµ.

If s is a simple function with 0 ≤ s ≤ f in F , then sχF is a simple function
with sχF ≤ fχF in E. Hence,∫

F

s dµ =

∫
E

sχF dµ ≤
∫
E

fχF dµ.
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Taking the supremum over all such s gives
∫
F
f dµ ≤

∫
E
fχF dµ. Conversely,

if s is a simple function with 0 ≤ s ≤ fχF in E, then s = 0 outside F and so
sχF = s and s ≤ f in F and so∫

E

s dµ =

∫
E

χF s dµ =

∫
F

s dµ ≤
∫
F

f dµ.

Taking the supremum over all such s gives
∫
E
fχF dµ ≤

∫
F
f dµ.

Remark 37 Note that the only place where we used that M is a σ-algebra is
in property (iii).

The next two results are central in the theory of integration of nonnegative
functions.

Theorem 38 (Lebesgue monotone convergence theorem) Let (X,M, µ)
be a measure space, let E ∈ M and let fn : E → [0,∞] be a sequence of
measurable functions such that

0 ≤ f1 (x) ≤ f2 (x) ≤ . . . ≤ fn (x)→ f (x)

for every x ∈ E. Then f : E → [0,∞] is measurable and

lim
n→∞

∫
E

fn dµ =

∫
E

f dµ.

Friday, September 16, 2022
Proof. By Proposition 33 the function f is measurable, and since fn ≤ fn+1 ≤
f we have that

∫
E
fn dµ ≤

∫
E
fn+1 dµ ≤

∫
E
f dµ. In particular there exists

lim
n→∞

∫
E

fn dµ =: ` ∈ [0,∞]

and ` ≤
∫
E
f dµ. To prove the opposite inequality, let s be a simple function,

with 0 ≤ s ≤ f in E. Fix 0 < c < 1 and for n ∈ N define

En := {x ∈ E : fn (x) ≥ cs (x)} .

Since fn and s are measurable and fn ≤ fn+1, it follows that En is measurable
and En ⊆ En+1. We claim that

E =

∞⋃
n=1

En.

To see this, fix x ∈ E. If f (x) = 0, then fn (x) = 0 for all n ∈ N and s (x) = 0,
and so x ∈ En for all n ∈ N. If f (x) > 0, then f (x) > cs (x) and since
fn (x) → f (x), we may find n ∈ N so large that fn (x) > cs (x). Thus x ∈ En
and the claim is proved.
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Using the fact that fn ≥ 0 and the definition of En and we have that∫
E

fn dµ ≥
∫
En

fn dµ ≥
∫
En

cs dµ = c

∫
En

s dµ.

By Exercise 30, the set function

ν (F ) :=

∫
F

s dµ, F ∈M,

is a measure, and so by Proposition 26,∫
E

fn dµ ≥ c
∫
En

s dµ = cν (En)→ cν

( ∞⋃
n=1

En

)
= cν (E) .

Thus

` ≥ cν (E) = c

∫
E

s dµ.

Letting c↗ 1 we obtain that

` ≥
∫
E

s dµ,

and given the arbitrariness of the simple function s below f , taking the supre-
mum over all such admissible functions s yields

` ≥
∫
E

f dµ.

This concludes the proof.

Remark 39 The previous theorem continues to hold if we assume that fn (x)→
f (x) for µ a.e. x ∈ E. Indeed, in view of Proposition 36(iv), it suffi ces to re-
define fn and f to be zero in the set of measure zero in which there is no
pointwise convergence.

Example 40 The Lebesgue monotone convergence theorem does not hold in
general for decreasing sequences. Indeed, consider X = R and let µ be the
Lebesgue measure L1. Define

fn :=
1

n
χ[n,∞).

Then fn ≥ fn+1 and

lim
n→∞

∫
R
fn dx =∞ 6= 0 =

∫
R

lim
n→∞

fn dx.

Corollary 41 Let (X,M, µ) be a measure space and let f , g : X → [0,∞] be
two measurable functions. Then∫

X

(f + g) dµ =

∫
X

f dµ+

∫
X

g dµ.
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Proof. By Remark 34 there exist two sequences {sn} and {tn}of simple func-
tions such that

0 ≤ s1 (x) ≤ s2 (x) ≤ . . . ≤ sn (x)→ f (x) ,

0 ≤ t1 (x) ≤ t2 (x) ≤ . . . ≤ tn (x)→ g (x)

for every x ∈ X. By Proposition 29,∫
X

(sn + tn) dµ =

∫
X

sn dµ+

∫
X

tn dµ.

The conclusion follows from Lebesgue’s monotone convergence theorem.

Corollary 42 Let (X,M, µ) be a measure space and let fn : X → [0,∞] be a
sequence of measurable functions. Then

∞∑
n=1

∫
X

fn dµ =

∫
X

∞∑
n=1

fn dµ.

Proof. Apply the Lebesgue monotone convergence theorem to the increasing
sequence of partial sums and use linearity of the integral.

Example 43 Given a doubly indexed sequence {an,k}, with an,k ≥ 0 for all n,
k ∈ N, we have

∞∑
n=1

∞∑
k=1

an,k =

∞∑
k=1

∞∑
n=1

an,k.

To see this, it suffi ces to consider X = N with counting measure and to define
fn : N→ [0,∞] by fn (k) := an,k. Then∫

X

fn dµ =

∞∑
k=1

an,k,

and the result now follows from the previous corollary.

Monday, September 19, 2022

Lemma 44 (Fatou lemma) Let (X,M, µ) be a measure space. If fn : X →
[0,∞] is a sequence of measurable functions, then

f := lim inf
n→∞

fn

is a measurable function and∫
X

f dµ ≤ lim inf
n→∞

∫
X

fn dµ
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Proof. For n ∈ N define
gn := inf

k≥n
fk.

Then gn ≤ fn, and so ∫
X

gn dµ ≤
∫
X

fn dµ.

Since gn ≤ gn+1, by Lebesgue’s monotone convergence theorem∫
X

lim inf
n→∞

fn dµ =

∫
X

lim
n→∞

gn dµ = lim
n→∞

∫
X

gn dµ

≤ lim inf
n→∞

∫
X

fn dµ.

Example 45 Fatou’s lemma fails for real-valued functions. Indeed, consider
X = R and let µ be the Lebesgue measure L1. Define

fn := − 1

n
χ[0,n].

Then

lim inf
n→∞

∫
R
fn dx = −1 < 0 =

∫
R

lim
n→∞

fn dx.

5 Lebesgue Integration of Functions of Arbitrary
Sign

Definition 46 Let (X,M) be a measurable space, E ∈ M, and f : E →
[−∞,∞]. We say that f is Lebesgue measurable if f+ and f− are Lebesgue
measurable, where

f+ := max {f, 0} , f− := max {−f, 0} .

Note that f = f+ − f−, |f | = f+ + f−.

Definition 47 Let (X,M, µ) be a measure space. Given E,F ∈M with F ⊆ E
and a measurable function f : E → [−∞,∞], if at least one of the two integrals∫
F
f+ dµ and

∫
F
f− dµ is finite, then we define the Lebesgue integral of f over

F to be ∫
F

f dµ :=

∫
F

f+ dµ−
∫
F

f− dµ.

If both
∫
F
f+ dµ and

∫
E
f− dµ are both finite, then f is said to be Lebesgue

integrable over F .

Proposition 48 Let (X,M, µ) be a measure space, let E,F ∈ M with F ⊆ E
and let f , g : E → [−∞,∞] be two measurable functions.
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(i) If f and g are integrable over F and α, β ∈ R, then αf + βg is integrable
and ∫

F

(αf + βg) dµ = α

∫
F

f dµ+ β

∫
F

g dµ.

(ii)
∣∣∫
F
f dµ

∣∣ ≤ ∫
F
|f | dµ.

(iii) If f is Lebesgue integrable, then the set {x ∈ F : |f (x)| =∞} has measure
zero.

(iv) If f (x) = g (x) for µ a.e. x ∈ F , then
∫
F
f± dµ =

∫
F
g± dµ, so that∫

F
f dµ is well-defined if and only if

∫
F
g dµ is well-defined, and in this

case we have ∫
F

f dµ =

∫
F

g dµ. (15)

Exercise 49 Prove the previous proposition.

Property (15) shows that the Lebesgue integral does not distinguish func-
tions that coincide µ a.e. in F . This motivates the next definition.

Definition 50 Let (X,M, µ) be a measure space. Given E,E0, F ∈ M, with
E0, F ⊆ E and µ(E0) = 0, and f : E \ E0 → [−∞,∞] a measurable function,
then we define the (Lebesgue) integral of f over the measurable set F as the
Lebesgue integral of the function

g (x) :=

{
f (x) if x ∈ E \ E0,
0 otherwise,

provided
∫
F
g dµ is well-defined. Note that in this case∫

F

g dµ =

∫
F

H dµ,

where

H (x) :=

{
f (x) if x ∈ E \ E0,
w (x) otherwise,

and w is an arbitrary measurable function defined on E0. If the measure µ is
complete, then

∫
E
g dµ is well-defined if and only if

∫
E\F f dµ is well-defined.

For functions of arbitrary sign we have the following convergence result.

Theorem 51 (Lebesgue dominated convergence theorem) Let (X,M, µ)
be a measure space, let E ∈M and let fn : E → R be a sequence of measurable
functions such that

lim
n→∞

fn (x) = f (x)

for all x ∈ E. If there exists a Lebesgue integrable function g : E → [0,∞] such
that

|fn (x)| ≤ g (x)
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for all x ∈ E and all n ∈ N, then f is Lebesgue integrable

lim
n→∞

∫
E

fn dµ =

∫
E

f dµ.

Wednesday, September 21, 2022
Proof. The function f is measurable by Proposition 33, and by Fatou’s lemma∫

E

|f | dµ ≤ lim inf
n→∞

∫
E

|fn| dµ ≤
∫
E

|g| dµ <∞.

Thus f is integrable. Since g ± fn ≥ 0, again by Fatou’s lemma we have∫
E

g dµ±
∫
E

f dµ =

∫
E

(g ± f) dµ ≤ lim inf
n→∞

∫
E

(g ± fn) dµ

=

∫
E

g dµ+ lim inf
n→∞

∫
E

(±fn) dµ.

Using the fact that
∫
E
g dµ ∈ R, we can rewrite the previous two inequalities as∫

E

f dµ ≤ lim inf
n→∞

∫
E

fn dµ ≤ lim sup
n→∞

∫
E

fn dµ ≤
∫
E

f dµ,

and so the theorem holds.

Example 52 If g is not integrable then the theorem fails in general. Indeed,
consider E = [0, 1] and let µ be the Lebesgue measure L1. Define

fn := nχ[0, 1n ].

Then

lim
n→∞

∫ 1

0

fn dx = 1 6= 0 =

∫ 1

0

lim
n→∞

fn dx.

Exercise 53 Use Lebesgue dominated convergence theorem to calculate the limit

lim
n→∞

∫ n

0

(
1− x

n

)n
xa−1 dx,

where a > 0.

Corollary 54 Let (X,M, µ) be a measure space, let E ∈ M and let fn : E →
[−∞,∞] be a sequence of measurable functions. If

∞∑
n=1

∫
E

|fn| dµ <∞,

then there exists a set E0 ∈M with µ(E0) = 0 such that the series
∑∞
n=1 fn (x)

converges for all x ∈ E \ E0, the function

f (x) :=

∞∑
n=1

fn (x) ,
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defined for x ∈ E \ E0, is integrable, and

∞∑
n=1

∫
E

fn dµ =

∫
E\E0

f dµ.

Proof. Define

g(x) :=

∞∑
n=1

|fn(x)|, x ∈ E.

Then g : E → [0,∞]. By Corollary 42,∫
E

g dµ =

∞∑
n=1

∫
E

|fn| dµ <∞

and so g is Lebesgue integral. In particular, there exists a set E0 ∈ M with
µ(E0) = 0 such that g(x) <∞ for all x ∈ E \E0. If g(x) :=

∑∞
n=1 |fn(x)| <∞,

then
∑∞
n=1 fn(x) converges. Thus, there exists

lim
n→∞

n∑
k=1

fk(x) =

∞∑
k=1

fk(x) ∈ R

for all x ∈ E \ E0. Moreover,∣∣∣∣∣
n∑
k=1

fk(x)

∣∣∣∣∣ ≤
n∑
k=1

|fk(x)| ≤
∞∑
k=1

|fk(x)| = g(x).

Hence, we can apply the Lebesgue dominated convergence theorem in E \E0 to
obtain

lim
n→∞

∫
E\E0

n∑
k=1

fk dµ =

∫
E\E0

lim
n→∞

n∑
k=1

fk dµ.

By the linearity of the integral, the left-hand side equals

lim
n→∞

n∑
k=1

∫
E\E0

fk dµ.

Hence,
∞∑
n=1

∫
E\E0

fk dµ =

∫
E\E0

∞∑
k=1

fk dµ.

Finally, observe that since µ(E0) = 0, we have
∫
E\E0 fk dµ =

∫
E
fk dµ.

For simplicity in what follows we write that a property P holds for µ-a.e.
x ∈ E to mean that there is a measurable set E0 with µ(E0) = 0 such that the
property P holds for all x ∈ E \ E0.
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6 Product Spaces

Definition 55 Given a measure space (X,M, µ), a set E ∈ M has σ-finite
measure if it can be written as a countable union of sets of finite measure, that
is, if there exist En ∈ M, n ∈ N, such that µ(En) < ∞ and

⋃∞
n=1En = E. If

the entire space X has σ-finite measure, we say that the measure µ is σ-finite.

We recall that, given two measurable spaces (X,M) and (Y,N) we denote
byM⊗N ⊆ P (X × Y ) the smallest σ-algebra that contains all sets of the form
E × F , where E ∈ M, F ∈ N. Then M ⊗N is called the product σ-algebra of
M and N.

Exercise 56 Let X and Y be metric spaces and let B (X) and B (Y ) be their
respective Borel σ-algebras. Prove that

B (X)⊗ B (Y ) ⊆ B (X × Y ) .

Prove that
B (R)⊗ B (R) = B

(
R2
)
.

Let (X,M, µ) and (Y,N, ν) be two measure spaces. For every E ∈ X × Y
define

(µ× ν)
∗

(E) := inf

{ ∞∑
n=1

µ (Fn) ν (Gn) : {Fn}n in M, {Gn}n in N, (16)

E ⊆
∞⋃
n=1

(Fn ×Gn)

}
.

By Proposition 7, (µ× ν)
∗

: P (X) → [0,∞] is an outer measure, and it is
called the product outer measure of µ and ν. By Carathéodory’s theorem, the
restriction of (µ× ν)

∗ to the σ-algebra M×N of (µ× ν)
∗-measurable sets is a

complete measure, denoted by µ× ν and called the product measure of µ and ν.
Note that M�N is, in general, larger than the product σ-algebra M⊗N.

Theorem 57 Let (X,M, µ) and (Y,N, ν) be two measure spaces.

(i) If F ∈M and G ∈ N, then F ×G is (µ× ν)
∗-measurable and

(µ× ν) (F ×G) = µ (F ) ν (G) ; (17)

(ii) if µ and ν are complete and E has σ-finite µ× ν measure, then for µ a.e.
x ∈ X the section

Ex := {y ∈ Y : (x, y) ∈ E}

belongs to the σ-algebra N, and for ν a.e. y ∈ Y the section

Ey := {x ∈ X : (x, y) ∈ E}
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belongs to the σ-algebra M. Moreover, the functions y 7→ µ (Ey) and
x 7→ ν (Ex) are measurable and

(µ× ν) (E) =

∫
Y

µ (Ey) dν (y) =

∫
X

ν (Ex) dµ (x) .

Friday, September 23, 2022

Remark 58 If (X,M, µ) and (Y,N, ν) are two measure spaces, then µ × ν :
M � N → [0,∞] is complete. On the other hand, µ × ν : M ⊗ N → [0,∞] is
not complete in general even if and µ and ν are complete. Indeed, if there exists
a nonempty set F ∈ M such that µ (F ) = 0 and a set G ∈ P (Y ) \ N, then
the set F ×G belongs to M �N since F ×G ⊆ F × Y and (µ× ν) (F × Y ) =
µ (F ) ν (Y ) = 0. On the other hand, by the previous exercise we have that F ×G
does not belong M⊗N, since for every x ∈ F the section

(F ×G)x = G

does not belong to N. In particular this can be applied to L1×L1 since we have
shown that there exist sets that are not Lebesgue measurable.

Exercise 59 Let N = m + k, where N , n, m ∈ N. Prove that (Ln × Lm)
∗

=
LNo .

The previous result is a particular case of Tonelli’s theorem in the case that
f = χE .

Theorem 60 (Tonelli) Let (X,M, µ) and (Y,N, ν) be two measure spaces.
Assume that µ and ν are complete and σ-finite, and let f : X × Y → [0,∞]
be an M�N measurable function. Then for µ a.e. x ∈ X the function f (x, ·)
is measurable and the function

∫
Y
f (·, y) dν (y) is measurable. Similarly, for ν

a.e. y ∈ Y the function f (·, y) is measurable and the function
∫
X
f (x, ·) dµ (x)

is measurable. Moreover,∫
X×Y

f (x, y) d (µ× ν) (x, y) =

∫
X

(∫
Y

f (x, y) dν (y)

)
dµ (x)

=

∫
Y

(∫
X

f (x, y) dµ (x)

)
dν (y) .

Proof. If f = χE or, more generally, if

f =
∑̀
n=1

cnχEn ,

then the result follows from the previous theorem. If f : X × Y → [0,∞] is
an arbitrary M � N measurable function, then by Remark 34 there exists a
sequence {sn}n of simple functions sn : X × Y → [0,∞) such that

0 ≤ s1 (x, y) ≤ s2 (x, y) ≤ . . . ≤ sn (x, y)→ f (x, y)
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for every (x, y) ∈ X × Y . By the Lebesgue monotone convergence theorem
(applied twice) we have∫

X×Y
f (x, y) d (µ× ν) (x, y) = lim

n→∞

∫
X×Y

sn (x, y) d (µ× ν) (x, y)

= lim
n→∞

∫
X

(∫
Y

sn (x, y) dν (y)

)
dµ (x)

=

∫
X

(
lim
n→∞

∫
Y

sn (x, y) dν (y)

)
dµ (x) .

Since by the previous theorem for all n ∈ N and for µ a.e. x ∈ X the functions

y ∈ Y 7→ sn (x, y)

are measurable, we may apply again Lebesgue monotone convergence theorem
to conclude that for µ a.e. x ∈ X,

lim
n→∞

∫
Y

sn (x, y) dν (y) =

∫
Y

f (x, y) dν (y) ,

and so ∫
X×Y

f (x, y) d (µ× ν) (x, y) =

∫
X

(∫
Y

f (x, y) dν (y)

)
dµ (x) .

Similarly, we have∫
X×Y

f (x, y) d (µ× ν) (x, y) =

∫
Y

(∫
X

f (x, y) dµ (x)

)
dν (y) .

Exercise 61 Prove that in the case that f : X × Y → [0,∞] is M ⊗ N mea-
surable, then Tonelli’s theorem still holds even if the measures µ and ν are not
complete, and the statements are satisfied for every x ∈ X and y ∈ Y (as
opposed to for µ a.e. x ∈ X and for ν a.e. y ∈ Y ).

The version of Tonelli’s theorem for integrable functions of arbitrary sign is
the well—known Fubini’s theorem:

Theorem 62 (Fubini) Let (X,M, µ) and (Y,N, ν) be two measure spaces. As-
sume that µ and ν are complete, and let f : X×Y → [−∞,∞] be µ×ν-integrable.
Then for µ a.e. x ∈ X the function f (x, ·) is ν-integrable, and the function∫
Y
f (·, y) dν (y) is µ-integrable.
Similarly, for ν a.e. y ∈ Y the function f (·, y) is µ-integrable, and the

function
∫
X
f (x, ·) dµ (x) is ν-integrable. Moreover,∫

X×Y
f (x, y) d (µ× ν) (x, y) =

∫
X

(∫
Y

f (x, y) dν (y)

)
dµ (x)

=

∫
Y

(∫
X

f (x, y) dµ (x)

)
dν (y) .
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Proof. The proof is very similar to that of Tonelli’s theorem. We consider first
the case in which f is a characteristic function, then a simple function, then
an nonnegative integrable function, and finally use the fact that f = f+ − f−.
Note that, since f is µ× ν-integrable, by Remark 48 the set

E := {(x, y) ∈ E : |f (x, y)| > 0}

has σ-finite µ× ν measure. Thus, we are in a position to apply Theorem 57(ii).

Exercise 63 Prove that in the case that f : X × Y → [−∞,∞] is M ⊗ N
measurable, then Fubini’s theorem still holds even if the measures µ and ν are
not complete.

Example 64 The next example shows that Fubini’s theorem fails without as-
suming the integrability of the function f . Consider the function

f (x, y) :=
x2 − y2

(x2 + y2)
2 , (x, y) ∈ R2 \ {(0, 0)} .

We showed this in 21-269 that∫ 1

0

(∫ 1

0

∫
x2 − y2

(x2 + y2)
2 dx

)
dy = −

∫ 1

0

1

y2 + 1
dy = −1

4
π,

while ∫ 1

0

(∫ 1

0

x2 − y2

(x2 + y2)
2 dy

)
dx =

∫ 1

0

1

x2 + 1
dx =

1

4
π.

Since, by Tonelli’s theorem

∫
[0,1]×[0,1]

(
x2 − y2

(x2 + y2)
2

)+

dxdy =

∫ 1

0

∫ 1

0

(
x2 − y2

(x2 + y2)
2

)+

dx

 dy

=

∫ 1

0

∫ 1

0

(
x2 − y2

(x2 + y2)
2

)+

dy

 dx

and ∫
[0,1]×[0,1]

(
x2 − y2

(x2 + y2)
2

)−
dxdy =

∫ 1

0

∫ 1

0

(
x2 − y2

(x2 + y2)
2

)−
dx

 dy

=

∫ 1

0

∫ 1

0

(
x2 − y2

(x2 + y2)
2

)−
dy

 dx,
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this implies that∫
[0,1]×[0,1]

(
x2 − y2

(x2 + y2)
2

)+

dxdy =

∫
[0,1]×[0,1]

(
x2 − y2

(x2 + y2)
2

)−
dxdy =∞,

so that the Lebesgue integral of f is not defined.

Exercise 65 Prove that the function

f (x, y) :=
sin3 x

x4 + y2
, (x, y) ∈ R2 \ {(0, 0)}

is Lebesgue integrable over the set E =
{

(x, y) ∈ R2 : y > x2, x > 0
}
and com-

pute ∫
E

sin3 x

x4 + y2
dxdy.
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7 Lebesgue’s Differentiation Theorem

In this section we prove that a monotone function is differentiable at all points
except at most a set of Lebesgue measure zero.

Theorem 66 (Lebesgue’s Differentiation Theorem) Let I ⊆ R be an in-
terval and let f : I → R be a monotone function. Then there exists a set E ⊂ I
of Lebesgue measure zero such that f is differentiable in I \ E.

The proof relies on the following covering lemmas.

Lemma 67 Let E ⊂ R be a bounded set and let F be a family of open intervals
with the property that each x ∈ E is the left endpoint of an interval (x, x+ hx)
in F . Then for every ε > 0 there exist disjoint intervals I1, . . . , In ∈ F such
that

L1
o

(
E ∩

n⋃
k=1

Ik

)
≥ L1

o(E)− ε.

Proof. Define

En :=

{
x ∈ E : hx >

1

n

}
.

Then En ⊆ En+1 and
∞⋃
n=1

En = E.

One of the properties of the Lebesgue outer measures is that (Exercise)

lim
n→∞

L1
o(En) = L1

o(E).
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Hence we can find m so large that

L1
o(Em) > L1

o(E)− ε

2
.

Let a1 := inf Em, b1 := supEm, and let ` := b1 − a1 > 0. Given

η =
ε

2(m`+ 1)
,

by the definition of infimum we can find x1 ∈ Em with a1 ≤ x1 < a1 + η. By
definition of Em there exists an interval I1 = (x1, x1 + h1) in F , with h1 >

1
m .

If x1 + h1 ≥ b1, then we stop.
If x1 + h1 < b1, let

a2 := inf{x ∈ Em : x ≥ x1 + h1}.

Then by the definition of infimum we can find x2 ∈ Em with a2 ≤ x2 < a2 + η.
By definition of Em there exists an interval I2 = (x2, x2+h2) in F , with h2 >

1
m .

If x2 + h2 ≥ b1, we stop, while if x2 + h2 < b1 we define

a3 := inf{x ∈ Em : x ≥ x2 + h2}.

We continue in this way constructing intervals Ik until xk + hk < b1. Since
each interval Ik has length larger than 1

m , we have that we will find at most n
intervals with n < m`+ 1. Let

S :=

n⋃
k=1

Ik, T :=

n⋃
k=1

(xk − η, xk].

Then xk − η ≤ ak and so Em ⊆ S ∪ T . Moreover the intervals Ik are disjoint
by construction. Now

L1
o(E)− ε

2
< L1

o(Em) ≤ L1
o(Em ∩ S) + L1

o(Em ∩ T )

≤ L1
o(Em ∩ S) + L1

o(T ) ≤ L1
o(Em ∩ S) +

n∑
k=1

L1
o((xk − η, xk])

= L1
o(Em ∩ S) + nη ≤ L1

o(Em ∩ S) +
ε

2
,

and so L1
o(Em ∩ S) ≥ L1

o(E)− ε. In turn,

L1
o

(
E ∩

n⋃
k=1

Ik

)
≥ L1

o(Em ∩ S) ≥ L1
o(E)− ε,

which concludes the proof.

Lemma 68 Let E ⊂ R be a bounded set and let F be a family of open intervals
with the property that each x ∈ E is the left endpoint of an interval (x, x+ hx)
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in F with hx arbitrarily small (that is, for every η > 0 there is one interval with
hx < η). Then for every ε > 0 there there exist disjoint intervals I1, . . . , In ∈ F
such that

L1
o

(
E ∩

n⋃
k=1

Ik

)
≥ L1

o(E)− ε,
n∑
k=1

length Ik ≤ L1
o(E) + ε.

Proof. Consider an open set U ⊇ E such that

L1
o(U) ≤ L1

o(E) + ε.

Let F ′ be the subfamily of intervals (x, x+ hx) in F contained in U . Note that
for each x ∈ E ⊆ U there must exist at least one such interval, since U contains
a ball centered at x and there are intervals of arbitrarily small length.
Apply the previous lemma to the family F ′ to find disjoint intervals I1, . . . , In ∈

F ′ such that

L1
o

(
E ∩

n⋃
k=1

Ik

)
≥ L1

o(E)− ε.

Since the intervals are disjoint and contained in U , it follows that

n∑
k=1

length Ik ≤ L1
o(U) ≤ L1

o(E) + ε.

This concludes the proof.
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The last lemma is of interest in itself.

Lemma 69 Let I ⊆ R be an interval, let f : I → R, and let

E := {x ∈ I◦ : there exist f ′+(x) and f ′−(x) and f ′+(x) 6= f ′−(x)}.

Then E is countable.

Proof. Write Q = {rn : n ∈ N} and consider the set E− := {x ∈ E : f ′−(x) <
f ′+(x)}. By the density of the rationals, there exist countably many rationals
in the interval (f ′−(x), f ′+(x)). Let m ∈ N be the smallest integer such that
f ′−(x) < rm < f ′+(x). Since

lim
y→x−

f(y)− f(x)

y − x < rm

let p ∈ N be the smallest integer such that

f(y)− f(x)

y − x < rm

for all rp < y < x. On the other hand, since

lim
y→x+

f(y)− f(x)

y − x > rm
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let q ∈ N be the smallest integer such that

f(y)− f(x)

y − x > rm

for all x < y < rq. It follows that

f(y)− f(x) > rm(y − x)

for all rp < y < rq with y 6= x.
Thus we have shown that to each x ∈ E− we can uniquely associate three

natural numbers (mx, px, qx) for which f(y) − f(x) > rmx(y − x) for all rpx <
y < rqx with y 6= x. Next we claim that if x, z ∈ E− with x 6= z, then

(mx, px, qx) 6= (mz, pz, qz).

Indeed, if (mx, px, qx) = (mz, pz, qz), then f(y)−f(x) > rmx(y−x) for all rpx <
y < rqx with y 6= x. In particular, taking y = z gives f(z)− f(x) > rmx(z − x).
But since (mx, px, qx) = (mz, pz, qz), we also have f(x) − f(z) > rmx(x − z).
Adding these two inequalities gives a contradiction. Thus the claim holds.
Hence, the function x ∈ E− 7→ (mx, px, qx) is injective, which shows that

the cardinality of E− is at most the cardinality of Q × Q × Q, that is, E− is
countable.

Next we recall the definitions of liminf and limsup. Let (X, d) be a metric
space, E ⊆ X, and f : E → R. Assume that x0 ∈ X is an accumulation point
of E. For every r > 0 define

g(r) := inf
E∩(B(x0,r)\{x0})

f.

Note that g(r) is −∞ if f is not bounded from below in E ∩ (B(x0, r) \ {x0}).
If r1 < r2 then g(r1) ≥ g(r2). Hence the function g : (0,∞) is decreasing. It
follows that there exists

lim
r→0+

g(r) = sup
(0,∞)

g = ` ∈ R.

This limit is called the limit inferior of f as x approaches x0 and is denoted

lim inf
x→x0

f(x) or lim
x→x0

f(x).

On the other hand, for every r > 0 define

h(r) := sup
E∩(B(x0,r)\{x0})

f.

Note that h(r) is ∞ if f is not bounded from above in E ∩ (B(x0, r) \ {x0}).
If r1 < r2 then h(r1) ≤ h(r2). Hence the function h : (0,∞) is increasing. It
follows that there exists

lim
r→0+

h(r) = inf
(0,∞)

h = L ∈ R.
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This limit is called the limit superior of f as x approaches x0 and is denoted

lim sup
x→x0

f(x) or lim
x→x0

f(x).

The following theorem is left as an exercise.

Theorem 70 Let (X, d) be a metric space, let E ⊆ X and let f : E → R.
Assume that x0 ∈ X is an accumulation point of E. Then

lim inf
x→x0

f(x) ≤ lim sup
x→x0

f(x). (18)

Moreover, there exists limx→x0 f(x) = ` ∈ R if and only if

lim inf
x→x0

f(x) = lim sup
x→x0

f(x) = `. (19)

Given a set E ⊆ R and function f : E → R, for every x0 ∈ E such that
x0 ∈ acc(E ∩ (−∞, x0)) and x0 ∈ acc(E ∩ (x0,∞)), the four Dini’s derivatives
of f are given by

D−f (x0) := lim sup
x→x−0

f (x)− f (x0)

x− x0
, D+f (x0) := lim sup

x→x+0

f (x)− f (x0)

x− x0

D−f (x0) := lim inf
x→x−0

f (x)− f (x0)

x− x0
, D+f (x0) := lim inf

x→x+0

f (x)− f (x0)

x− x0
.
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We now turn to the proof of Lebesgue’s differentiation theorem.

Proof. Step 1: Assume that f is increasing and that I is bounded and let

E := {x ∈ I◦ : D+f (x) < D+f (x)}.

We claim that E has Lebesgue measure zero. To see this we write E as a
countable union of sets

E =
⋃

r,s∈Q, 0<r<s

Er,s, Er,s :=
{
x ∈ E : D+f (x) < r < s < D+f (x)

}
.

It is enough to prove that each set Er,s has Lebesgue measure zero. Since

D+f (x) = lim inf
y→x+

f (y)− f (x)

y − x = lim
R→0+

inf
y∈(x,x+R)∩I

f (y)− f (x)

y − x < r,

for each x ∈ Er,s there exist R1 > 0 (depending on x) such that

inf
y∈(x,x+R)∩I

f (y)− f (x)

y − x < r
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for all 0 < R ≤ R1. Since x ∈ I◦, by taking R1 smaller, we can assume that
(x, x+R1) ⊆ I, so (x, x+R)∩ I = (x, x+R) for all 0 < R ≤ R1. Since r is not
a lower bound, for every 0 < R ≤ R1, we can find yR ∈ (x, x+R) such that

f (yR)− f (x)

yR − x
< r.

Write yR = x + hR. In conclusion for each x ∈ Er,s we found countably many
an open intervals (x, x+ h), where h > 0 is arbitrarily small, such that

f(x+ h)− f(x)

h
< r. (20)

Let F be the family of all such intervals as x varies in Er,s. By Lemma 68 for
every ε > 0 there exist disjoint intervals I1, . . . , In ∈ F such that

L1
o

(
Er,s ∩

n⋃
k=1

Ik

)
≥ L1

o(Er,s)− ε,
n∑
k=1

length Ik ≤ L1
o(Er,s) + ε. (21)

Write Ik = (xk, xk + hk). Then by (20) and (21),

n∑
k=1

f(xk + hk)− f(xk) < r

n∑
k=1

hk ≤ rL1
o(Er,s) + rε. (22)

Let V :=
⋃n
k=1 Ik. Note that V is open. Setting Fr,s := Er,s ∩ V , for each

x ∈ Fr,s we have that

D+f (x) = lim sup
y→x+

f (y)− f (x)

y − x = lim
R→0+

sup
y∈(x,x+R)∩I

f (y)− f (x)

y − x > s.

Hence, for each x ∈ Fr,s there exist R2 > 0 (depending on x) such that

sup
y∈(x,x+R)∩I

f (y)− f (x)

y − x > s

for all 0 < R ≤ R2. Since x ∈ I◦, by taking R2 smaller, we can assume that
(x, x+R2) ⊆ V ⊆ I, so (x, x+R) ∩ I = (x, x+R) for all 0 < R ≤ R2. Since s
is not an upper bound, for every 0 < R ≤ R2, we can find yR ∈ (x, x+R) such
that

f (yR)− f (x)

yR − x
> s.

Write yR = x+tR. In conclusion for each x ∈ Fr,s we were able to find infinitely
many open interval (x, x+ t) ⊆ V , where t > 0 is arbitrarily small, such that

f(x+ t)− f(x)

t
> s. (23)
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Let G be the family of all such intervals. By Lemma 68 for every ε > 0 there
there exist disjoint intervals J1, . . . , Jm ∈ G such that

L1
o

(
Fr,s ∩

m⋃
i=1

Ji

)
≥ L1

o(Fr,s)− ε. (24)

Write Ji = (yi, yi + ti). Then by (21), (23), and (24),

m∑
i=1

f(yi+ti)−f(yi) > s

m∑
i=1

ti ≥ sL1
o

(
Fr,s ∩

m⋃
i=1

Ji

)
≥ sL1

o(Fr,s)−sε ≥ sL1
o(Er,s)−2sε.

(25)
But since each Ji is contained in V =

⋃n
k=1 Ik, and since the intervals Ik are

disjoint, it follows that each interval Ji is contained in some interval Ik. Since
f is increasing it follows that

m∑
i=1

f(yi + ti)− f(yi) ≤
n∑
k=1

f(xk + hk)− f(xk).

Combining this inequality with (22) and (25) gives

sL1
o(Er,s)−2sε <

m∑
i=1

f(yi+ti)−f(yi) ≤
n∑
k=1

f(xk+hk)−f(xk) < rL1
o(Er,s)+rε,

that is
(s− r)L1

o(Er,s) < 2sε+ rε.

Since s− r > 0, letting ε→ 0+ we conclude that L1
o(Er,s) = 0.

Hence, we have shown that L1
o(E) = 0. It follows that for all x ∈ I◦ \ E

there exists the right derivative f ′+(x) (possibly infinite).
With a similar proof we can show that the left derivative exist (possibly

infinite) for all x ∈ I◦ except for a set of Lebesgue measure zero. It follows from
Lemma 69 that there exists f ′(x) (possibly infinite) for all x ∈ I except for a
set of Lebesgue measure zero.
Step 2: Let

F := {x ∈ I◦ : f ′+(x) =∞}.

We leave as an exercise to prove that L1
o(F ) = 0.
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Corollary 71 Let I ⊆ R be an interval and let f : I → R be an increasing
function. Then for every a, b ∈ I with a < b,∫ b

a

f ′(x) dx ≤ f(b)− f(a).
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Proof. Let a, b ∈ I with a < b. Consider the function g : [a,∞)→ R given by

g(x) =

{
f(x) if x ∈ [a, b],
f(b) if x ≥ b,

and define

gn(x) :=
g(x+ 1

n )− g(x)
1
n

, x ∈ [a, b].

Then gn ≥ 0, gn(x) → g′(x) for L1 a.e. x ∈ [a, b]. Moreover, gn is measurable,
since monotone functions are measurable and differences of measurable functions
are measurable. By Fatou’s lemma∫ b

a

g′(x) dx ≤ lim inf
n→∞

∫ b

a

gn(x) dx

On the other hand, for every h > 0,

1

h

∫ b

a

[g (x+ h)− g (x)] dx =
1

h

{∫ b+h

b

g (x) dx−
∫ a+h

a

g (x) dx

}
(26)

≤ 1

h
{(g (b)− g (a))h} = g (b)− g (a) .

Hence, taking h = 1
n gives the result for g. To conclude, observe that g

′(x) =
f ′(x) for all x ∈ (a, b) where the derivative exists, and that f(a) = g(a) and
f(b) = g(b).

In what follows, given an interval I ⊆ R, a partition of I is a finite set
P := {x0, . . . , xn} ⊂ I, where

x0 < x1 < · · · < xn.

Definition 72 Let I ⊆ R be an interval and f : I → RN . The pointwise
variation of f on the interval I is

Varf := sup

{
n∑
i=1

‖f(xi)− f(xi−1)‖
}
,

where the supremum is taken over all partitions P := {x0, . . . , xn} of I, n ∈ N.
A function f : I → RN has finite or bounded pointwise variation if VarF <∞.
The space of all functions f : I → RN of bounded pointwise variation is

denoted by BV
(
I;RN

)
.

Remark 73 We can give a similar definition for functions f : I → X, where
(X, d) is a metric space. The only difference is that

Var f := sup

{
n∑
i=1

d(f(xi), f(xi−1))

}
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When X = R we write BV (I) for BV
(
I;RN

)
.

To highlight the dependence on the interval I, we will sometimes write
VarI f .
A function f : I → RN has locally finite or locally bounded pointwise vari-

ation if Var[a,b] f < ∞ for all intervals [a, b] ⊂ I. The space of all functions
f : I → RN of locally bounded pointwise variation is denoted by BVloc

(
I;RN

)
.

It almost goes without saying that if I = [a, b], then

BVloc

(
[a, b] ;RN

)
= BV

(
[a, b] ;RN

)
.

Theorem 74 (Indefinite pointwise variation) Let I ⊆ R be an interval,
c ∈ I, and f ∈ BVloc

(
I;RN

)
. For every x ∈ I define

v(x) :=

{
Var[c,x] f if x ≥ c,
−Var[x,c] f if x < c.

(27)

Then for all x, y ∈ I, with x < y,

‖f (y)− f(x)‖ ≤ v (y)− v(x) = Var[x,y] f . (28)

In particular v is increasing and f is continuous at all but countably many points
of I. Moreover, there exist

f−(x) = lim
y→x−

f(y), f+(x) = lim
y→x+

f(y)

for all x ∈ I◦. Finally, if N = 1, the functions v±f are increasing.

Proof. You proved the first part in 21-269.

Theorem 75 Let I ⊆ R be an interval. Then every function in BVloc (I) is
differentiable for L1-a.e.x ∈ I.

Proof.
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We now give an example of a continuous, nowhere differentiable function.

Theorem 76 Let f(x) = |x| for x ∈ [−1, 1] and extend f to R as a periodic
function of period 2. Then the function

g(x) =

∞∑
n=1

(
3

4

)n
f(4nx), x ∈ R,

is real-valued, continuous, and nowhere differentiable.

Proof. Let fn(x) =
(

3
4

)n
f(4nx), x ∈ R. Note that fn is continuous. Consider

the series
∞∑
n=1

sup
x∈R
|fn(x)|.
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Since f is periodic, supy∈R |f(y)| = supy∈[−1,1] |f(y)| = 1, and so |fn(x)| ≤
(

3
4

)n
.

In turn
∑∞
n=1 supx∈R |fn(x)| ≤

∑∞
n=1

(
3
4

)n
. It follows from stuff done in 21-269

that the series
∑∞
n=1 fn converges uniformly to a continuous function g.

Next we prove that g is nowhere differentiable. Fix x ∈ R. We are going
to construct a sequence hm → 0 such that g(x+hm)−g(x)

hm
→ ∞ as m → ∞.

We take hm = ± 1
2

1
4m , where the sign is chosen in such a way that in the

open interval of endpoints 4mx and 4m(x + hm) there is no integer. Let’s
prove that we can always do this. We have 4m(x + 1

2
1

4m ) − 4m(x − 1
2

1
4m ) =

1. If both 4m(x + 1
2

1
4m ) and 4m(x − 1

2
1

4m ) are integers, then in the interval
(4m(x− 1

2
1

4m ), 4m(x+ 1
2

1
4m )) there is no integer and so we can take the sign of

hm as we like. If 4m(x+ 1
2

1
4m ) and 4m(x− 1

2
1

4m ) are not both integers, then in the
interval (4m(x− 1

2
1

4m ), 4m(x+ 1
2

1
4m )) there is exactly one integer. If this integer

is 4mx then we the sign of hm as we like. If the integer is in (4m(x− 1
2

1
4m ), 4mx),

then we take hm = 1
2

1
4m , while if the integer is in (4mx, 4m(x+ 1

2
1

4m )), then we
take hm = − 1

2
1

4m .
We now study

fn(x+ hm)− fn(x)

hm
=

(
3
4

)n
f(4n(x+ hm))−

(
3
4

)n
f(4nx)

hm

=

(
3

4

)n f(4nx± 1
24n−m)− f(4nx)

± 1
2

1
4m

.

If n > m then 1
24n−m is an even integer and so by the periodicity of f the

difference quotient is zero. If n = m then since in the open interval of endpoints
4mx and 4m(x+hm) there is no integer we have that the points (x+hm, f(4m(x+
hm))) and (x, f(4mx)) lie in the same line of the graph of f with slope either 1
or −1. Hence,∣∣∣∣fm(x+ hm)− fm(x)

hm

∣∣∣∣ =

(
3

4

)m |f(4m(x+ hm))− f(4mx)|
|hm|

=

(
3

4

)m
4m|hm|
|hm|

= 3m.

Finally, if n < m, then using the fact that f is Lipschitz continuous with Lip-
schitz constant 1 we get∣∣∣∣fn(x+ hm)− fn(x)

hm

∣∣∣∣ =

(
3

4

)n |f(4n(x+ hm))− f(4nx)|
|hm|

≤
(

3

4

)n
4n|hm|
|hm|

= 3n.

Hence,
g(x+ hm)− g(x)

hm
=

m∑
n=1

fn(x+ hm)− fn(x)

hm
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and using the inequality |a+ b| ≥ |b| − |a| we get∣∣∣∣g(x+ hm)− g(x)

hm

∣∣∣∣ =

∣∣∣∣∣fm(x+ hm)− fm(x)

hm
+

m−1∑
n=1

fn(x+ hm)− fn(x)

hm

∣∣∣∣∣
≥
∣∣∣∣fm(x+ hm)− fm(x)

hm

∣∣∣∣− m−1∑
n=1

∣∣∣∣fn(x+ hm)− fn(x)

hm

∣∣∣∣
≥ 3m −

m−1∑
n=1

3n = 3m − 1

2
3m +

3

2
=

1

2
3m +

3

2
→∞

as m→∞. This concludes the proof.

8 The Fundamental Theorem of Calculus

Next we study the fundamental theorem of calculus for Lebesgue’s integration.
The Cantor function f : [0, 1] → R is a continuous, increasing function with
derivative f ′(x) = 0 for L1 a.e. x ∈ [0, 1], which does not satisfy the fundamental
theorem of calculus since

1− 0 = f(1)− f(0) >

∫ 1

0

f ′(x) dx = 0.

It turns out that the functions which satisfy the fundamental theorem of
calculus for the Lebesgue integration are absolutely continuous.

Definition 77 Let I ⊆ R be an interval. A function f : I → RN is said to be
absolutely continuous on I if for every ε > 0 there exists δ > 0 such that

∑̀
k=1

‖f (bk)− f (ak) ‖ ≤ ε (29)

for every finite number of nonoverlapping intervals (ak, bk), k = 1, . . . , `, with
[ak, bk] ⊆ I and ∑̀

k=1

(bk − ak) ≤ δ.

The space of all absolutely continuous functions f : I → RN is denoted by
AC

(
I;RN

)
. When N = 1 we simply write AC (I).

Friday, October 7, 2022

Remark 78 Note that since ` is arbitrary, we can also take ` = ∞, namely,
replace finite sums by series.
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Example 79 Let I ⊆ R be an interval. If f : I → RN is Lipschitz continuous
with Lipschitz constant L, then

∑̀
k=1

‖f (bk)− f (ak) ‖ ≤ L
∑̀
k=1

(bk − ak) ≤ ε

provided we take δ = ε
L+1 .

Next we show that absolutely continuous functions have bounded variation.

Proposition 80 Let f : [a, b] → RN be absolutely continuous. Then f has
finite variation. In particular, f is differentiable for L1-a.e. x ∈ [a, b].

Proof. Take ε = 1, and let δ > 0 be as in Definition 77. Let n be the integer
part of 2(b−a)

δ and partition [a, b] into n intervals [xi−1, xi] of equal length b−a
n ,

a = x0 < x1 < · · · < xn = b.

Since b−an ≤ δ, in view of (29), on each interval [xi−1, xi] we have thatVar[xi−1,xi] f ≤
1, and so by the previous exercise

Var[a,b] f =

n∑
i=1

Var[xi−1,xi] f ≤ n ≤
2 (b− a)

δ
<∞,

where we have used the fact that b−an ≥
δ
2 .

The last part of the statement follows from the fact that any function f :
[a, b]→ R of bounded variation is differentiable for L1-a.e. x ∈ [a, b] by Theorem
75.

Theorem 81 Let I ⊆ R be an open interval and let f : I → RN be an absolutely
continuous function such that there exists f ′ (x) = 0 for L1 a.e. x ∈ I. Then f
is constant.

Proof. Given ε > 0, let δ > 0 be the number given in the definition of absolute
continuity. Let a, b ∈ I with a < b. We claim that f (a) = f (b). Let E :={
x ∈ (a, b) : f ′ (x) = 0

}
. Then L1

o(E) = b− a.
For every x ∈ E, we have that

lim
y→x

f (y)− f (x)

y − x = f ′ (x) = 0,

and so there exists hx > 0 such that [x− hx, x+ hx] ⊂ (a, b) and∥∥∥∥f (y)− f (x)

y − x

∥∥∥∥ ≤ ε (30)
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for all y ∈ I with |x− y| ≤ hx. Consider the family F of intervals (x, x + h),
where x ∈ E and 0 < h ≤ hx. By Lemma 68 there exist disjoint intervals
(x1, x1 + h1), . . . , (xn, xn + hn) ∈ F such that

L1
o

(
E ∩

n⋃
k=1

(xn, xn + hn)

)
≥ b− a− δ,

n∑
k=1

hk ≤ b− a+ δ.

Without loss of generality assume that x1 < x2 < · · · < xn. Since

n∑
k=1

hk ≥ L1
o

(
E ∩

n⋃
k=1

(xn, xn + hn)

)
≥ b− a− δ,

the sum of the length of the intervals [a, x1], [x1 + h1, x2], . . . , [xn + hn, b] is
less than or equal δ. Since f is absolutely continuous, we have that

‖f (a)− f (x1)‖+

n−1∑
k=1

‖f (xk+1)− f (xk + hk)‖+ ‖f (b)− f (x+ hn)‖ ≤ ε.

On the other hand by (30),

‖f (xk + hk)− f (xk)‖ ≤ εhk

and so

‖f (a)− f (b)‖ ≤ ‖f (a)− f (x1)‖+

n−1∑
k=1

‖f (xk+1)− f (xk + hk)‖

+

n∑
k=1

‖f (xk)− f (xk + hk)‖+ ‖f (b)− f (xn + hn)‖

≤ ε+ ε

n∑
k=1

hk ≤ ε+ ε(b− a).

Letting ε→ 0+ gives f (a) = f (b). Hence, f is constant.

Theorem 82 Let g : [a, b]→ R be a Lebesgue integrable function and let

f(x) :=

∫ x

a

g(t) dt.

Then f is absolutely continuous.

We begin with an auxiliary result.

Lemma 83 Let E ⊆ RN be a Lebesgue measurable set and let g : E → R be a
Lebesgue integrable function. Then for every ε > 0 there exists δ > 0 such that
if F ⊆ E is a Lebesgue measurable set with LN (F ) ≤ δ, then∫

F

|g(x)| dx ≤ ε.
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Proof. Consider the set En := {x ∈ E : |g(x)| ≥ n}. Then gn(x) :=
|g(x)|χEn(x) → 0 as n → ∞ and |gn(x)| ≤ |g(x)| for every x ∈ E. Thus,
by the Lebesgue dominated convergence theorem

lim
n→∞

∫
En

|g(x)| dx = 0.

Let nε be so large that
∫
Enε
|g(x)| dx ≤ ε and take δ = ε/nε. If F ⊆ E is a

Lebesgue measurable set with LN (F ) ≤ δ, then∫
F

|g(x)| dx =

∫
F∩Enε

|g(x)| dx+

∫
F\Enε

|g(x)| dx ≤
∫
Enε

|g(x)| dx+ nεLN (F )

≤ ε+ nεε/nε = 2ε,

which concludes the proof.
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We turn to the proof of Theorem 82,
Proof. Given ε > 0, let δ be the number given by in Lemma 83. Then if for
(ak, bk), k = 1, . . . , `, are nonoverlapping intervals with [ak, bk] ⊆ [a, b] and

∑̀
k=1

(bk − ak) ≤ δ,

then the set F =
⋃`
k=1 (ak, bk) has Lebesgue measure less than or equal to δ

and so

∑̀
k=1

|f (bk)− f (ak) | ≤
∑̀
k=1

∫ bk

ak

|g(x)| dx =

∫
⋃`
k=1(ak,bk)

|g(x)| dx ≤ ε.

We now prove that f ′(x) = g(x) for L1 a.e. x ∈ [a, b].

Theorem 84 Let g : [a, b]→ R be a Lebesgue integrable function and let

f(x) :=

∫ x

a

g(t) dt.

Then f ′(x) = g(x) for L1 a.e. x ∈ [a, b].

The proof needs a few lemmas.

Theorem 85 (Fundamental theorem of calculus for Lipschitz continuous functions)
Let I ⊆ R be an interval and f : I → R a Lipschitz continuous function. Then

f(b)− f(a) =

∫ b

a

f ′(x) dx

for all a, b ∈ I.

43



Proof. Since f is Lipschitz continuous, there exists L ≥ 0 such that

|f(x)− f(y)| ≤ L|x− y|

for all x, y ∈ I. Let x ∈ I◦ and define

fn(x) :=
f(x+ 1

n )− f(x)
1
n

.

Then |fn(x)| ≤ nL(x + 1
n − x) = L. Since f is absolutely continuous, it is

differentiable for all x ∈ I except a set of measure zero and so fn(x) → f ′(x)
as n → ∞ for L1 -a.e. x ∈ I. Hence, by the Lebesgue dominated convergence
theorem, for all a, b ∈ I, with a < b and b ∈ I◦,∫ b

a

f ′(x) dx = lim
n→∞

∫ b

a

fn(x) dx.

On the other hand,∫ b

a

fn(x) dx = n

∫ b

a

(
f(x+

1

n
)− f(x)

)
dx

= n

[∫ b+ 1
n

b

f(x) dx−
∫ a+ 1

n

a

f(x) dx

]
→ f(b)− f(a),

where we used the fact that f is continuous. Hence,∫ b

a

f ′(x) dx = f(b)− f(a)

with a < b and b ∈ I◦. If sup I = b ∈ I, we can take bn = b− 1
n in what we just

proved to get ∫ b− 1
n

a

f ′(x) dx = f(b− 1

n
)− f(a).

By the Lebesgue dominated convergence theorem and the continuity of f ,∫ b

a

f ′(x) dx = lim
n→∞

∫ b− 1
n

a

f ′(x) dx = lim
n→∞

f(b− 1

n
)− f(a) = f(b)− f(a).

Lemma 86 Let g : [a, b]→ R be a Lebesgue integrable function such that∫ x

a

g(t) dt = 0

for all x ∈ [a, b]. Then g(x) = 0 for L1 a.e. x ∈ [a, b].
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We now turn to the proof of Theorem 85.
Proof. Step 1: Assume that g is bounded, with |g(x)| ≤ M for all x ∈ [a, b].
Then f is Lipschitz continuous and so by the previous theorem, for every c ∈
[a, b], ∫ c

a

f ′(x) dx = f(c) =

∫ c

a

g(x) dx,

that is, ∫ c

a

(f ′(x)− g(x)) dx = 0

for all c ∈ [a, b]. By Lemma 86, it follows that f ′(x) = g(x) for L1 a.e. x ∈ [a, b].
Step 2: Assume that g ≥ 0 and define

gn(x) :=

{
g(x) if g(x) ≤ n,
0 if g(x) > n.

Then

f(x) =

∫ x

a

g(t) dt =

∫ x

a

gn(t) dt+

∫ x

a

(g(t)− gn(t)) dt =: Gn(x) +Hn(x).

By Step 1 we have that G′n(x) = gn(x) for all x ∈ [a, b]\En, where L1(En) = 0.
On the other hand, since g ≥ gn we have that Hn is increasing and so, by
the Lebesgue differentiation theorem, H ′n(x) ≥ 0 for all x ∈ [a, b] \ Fn, where
L1(Fn) = 0. Hence, since f = Gn +Hn, by differentiating, we obtain that

f ′(x) = G′n(x) +H ′n(x) = gn(x) +H ′n(x) ≥ gn(x) + 0

for L1 a.e. x ∈ [a, b] \ (En ∪ Fn). Since countable union of sets of Lebesgue
measure zero have Lebesgue measure zero, we have that E :=

⋃
n(En ∪Fn) has

Lebesgue measure zero. If x ∈ [a, b] \ E, then f ′(x) ≥ gn(x) for all n and so,
letting n→∞ we obtain that f ′(x) ≥ g(x). In turn,∫ b

a

f ′(x) dx ≥
∫ b

a

g(x) dx = f(b)− f(a).

On the other hand, by Corollary 71,∫ b

a

f ′(x) dx ≤ f(b)− f(a),

which shows that ∫ b

a

f ′(x) dx =

∫ b

a

g(x) dx.

Hence, ∫ b

a

(f ′(x)− g(x)) dx = 0,

but since f ′ ≥ g, it follows that f ′(x) = g(x) for L1 a.e. x ∈ [a, b].
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Step 3: The general case follows by writing g = g+ − g− and

f(x) =

∫ x

a

g+(x) dx−
∫ x

a

g−(x) dx

and applying Step 2 to each integral.
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We are now ready to prove the fundamental theorem of calculus for Lebesgue
integration.

Theorem 87 (Fundamental Theorem of Calculus) Let f : [a, b]→ R. Then
f is absolutely continuous in [a, b] if and only if f is differentiable L1-a.e. in
[a, b], f ′ is Lebesgue integrable, and the fundamental theorem of calculus is valid,
that is, for all x, x0 ∈ [a, b],

f (x) = f (x0) +

∫ x

x0

f ′(t) dt. (31)

Proof. Assume that f is differentiable L1-a.e. in [a, b], f ′ is Lebesgue integrable,
and the fundamental theorem of calculus is valid. Define

g (x) :=

∫ x

a

f ′(t) dt.

Then by the previous lemma g is absolutely continuous. In turn, since constant
functions are absolutely continuous, it follows that the function f = f (a) + g is
absolutely continuous.
Conversely, assume that f is absolutely continuous. Then f has finite point-

wise variation and so f is given by the difference of two increasing functions.
Since by Corollary 71 the derivative of increasing functions is Lebesgue inte-
grable, it follows that f ′ is Lebesgue integrable, since difference of Lebesgue
integrable functions. In turn, by Theorem 82 the function

g (y) :=

∫ y

a

f ′(t) dt, y ∈ [a, b] ,

belongs to AC ([a, b]) with g′ (y) = f ′ (y) for L1 a.e. y ∈ [a, b]. Since f − g ∈
AC ([a, b]) and

(f − g)
′
(y) = f ′ (y)− f ′ (y) = 0

for L1 a.e. y ∈ [a, b], by Theorem 81, we have that f − g is constant in [a, b].
Thus, there exists c ∈ R such that

(f − g) (y) = c

for all y ∈ [a, b], that is,

f (y) = c+

∫ y

a

f ′(t) dt

for all y ∈ [a, b].
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Corollary 88 (Integration by parts) Let f, g : [a, b]→ R be absolutely con-
tinuous. Then ∫ b

a

fg′ dx = −
∫ b

a

f ′g dx+ g(b)f(b)− f(a)g(a).

Proof. I leave as an exercise to check that fg is absolutely continuous. By the
fundamental theorem of calculus,∫ b

a

(fg′ + f ′g) dx =

∫ b

a

(fg)′ dx = g(b)f(b)− f(a)g(a).

9 The Area Formula

In this section, given n ∈ N we denote by ‖ · ‖n the Euclidean norm in Rn.
Given E ⊆ Rk and ϕ : E → RN , assume that ϕ is differentiable at some

point y ∈ E. We recall that the Jacobian matrix of ϕ at y is the N × k matrix
given by

Jϕ(y) = ∇ϕ(y) :=

 ∇ϕ1(y)
...

∇ϕN (y)

 . (32)

Definition 89 Given 1 ≤ k ≤ N , a nonempty set M ⊆ RN is called a k-
dimensional differential parametrized surface or parametrized manifold if there
exists an open set W ⊆ Rk and a differentiable function ϕ : W → RN such that

(i) M = ϕ(W ),

(ii) ϕ : W → M is a homeomorphism, that is, it is invertible and continuous
together with its inverse ϕ−1 : M →W ,

(iii) the Jacobian matrix Jϕ (y) has maximum rank k for all y ∈W .

The function ϕ is called a chart or a system of coordinates or a parame-
trization. We say that M is of class Cm, m ∈ N, (respectively, C∞) if ϕ is of
class Cm (respectively, C∞).

Friday, October 14, 2022
Given k,N ∈ N and a linear function L : Rk → RN , the adjoint of L is the

linear function Lt : RN → Rk such that

y ·Lt(x) = L(y) · x (33)

for all y ∈ Rk and x ∈ RN . The matrix representing Lt is simply the transpose
of the matrix representing L.
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Definition 90 Given k,N ∈ N and a linear function L : Rk → RN , we say
that L is orthogonal if L(y1) ·L(y2) = y1 · y2 for all y1,y2 ∈ Rk.

Remark 91 An orthogonal function L : Rk → RN preserves inner products
and distances, since

‖L(y1)−L(y2)‖N =
√
L(y1 − y2) ·L(y1 − y2)

=
√

(y1 − y2) · (y1 − y2) = ‖y1 − y2‖k.

Thus, L is Lipschitz continuous with Lipschitz constant one and it is injec-
tive with L−1 : L(Rk) → Rk Lipschitz continuous with Lipschitz constant one.
Observe also that Lt ◦L = Ik.

Definition 92 Given N ∈ N and a linear function L : RN → RN , we say that
L is

(i) symmetric if L = Lt,

(ii) diagonal if the corresponding matrix is diagonal,

(iii) positive definite if L(x) · x > 0 for all x ∈ RN \ {0}.

Theorem 93 (Decomposition) Let 1 ≤ k ≤ N and let L : Rk → RN be a
linear function. Assume that the corresponding matrix has rank k. Then there
exist an orthogonal linear function P : Rk → Rk, a positive definite, diagonal
linear function D : Rk → Rk, and an orthogonal linear function Q : Rk → RN
such that

L = Q ◦D ◦ P .

Proof. We claim that the function Lt ◦L : Rk → Rk is symmetric and positive
definite. Indeed by (33),

(Lt ◦L)(y1) · y2 = (Lt(L(y1))) · y2

= L(y1) ·L(y2) = y1 · (Lt(L(y2))) = y1 · (Lt ◦L)(y2)

and

(Lt ◦L)(y) · y = (Lt(L(y))) · y = L(y) ·L(y) = ‖L(y)‖2N > 0

for all y ∈ Rk \ {0}, since the matrix corresponding to L has rank k. It follows
that the eigenvalues µi of L

t◦L are all positive and that there exists an orthonor-
mal basis {b1, . . . , bk} of eigenvectors. Let λi :=

√
µi. Then (Lt ◦L)(bi) = λ2

i bi
for all i = 1, . . . , k. Let {e1, . . . , ek} be the canonical basis in Rk.

Given any two vector spaces of dimension k each with a given basis, there
is a linear function between these two vector spaces that maps one basis into
the other. Let P : Rk → Rk be the linear function that maps {b1, . . . , bk} into
{e1, . . . , ek}, let D : Rk → Rk be the linear function that maps {e1, . . . , ek}
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into {λ1e1, . . . , λkek}, and let Q : Rk → RN be the linear function that maps
{λ1e1, . . . , λkek} into {L(b1), . . . ,L(bk)}. Note that since JL has rank k, the
vector space L(Rk) ⊆ RN has dimension k and {L(b1), . . . ,L(bk)} is a basis in
L(Rk).
Since P (bi) = ei, the function P is orthogonal. To verify that Q is orthog-

onal, note that

Q(ei) ·Q(ej) =
1

λiλj
L(bi) ·L(bj) =

1

λiλj
bi · (Lt(L(bj))) =

λ2
j

λiλj
bi · bj = δi,j .

It remains to show that L = Q ◦D ◦ P . We have

(Q ◦D ◦ P )(bi) = (Q ◦D)(ei) = Q(λiei) = L(bi),

and thus the result follows by linearity.
Monday, October 24, 2022

Given E ⊆ Rk and ϕ : E → RN , assume that ϕ is differentiable at some
point y ∈ E. The Jacobian of ϕ at y is the number

|||Jϕ(y)||| :=
√

det(J tϕ(y)Jϕ(y)), (34)

where J tϕ(y) is the transpose of Jϕ(y). Note that when k = N ,

|||Jϕ(y)||| = |det Jϕ(y)|. (35)

We recall that Hko stands for the k-dimensional Hausdorff outer measure and
Hk is the k-dimensional Hausdorff measure obtained by restricting Hko to the
σ-algebra of all Hko -measurable sets (see the Carathéodory Theorem 20). We
will use the following theorem, which we did not prove (maybe I will prove it at
the end of the semester if I have time).

Theorem 94 Let HNo be the N -th dimensional Hausdorff measure in RN . Then

HNo = LNo .

Exercise 95 Given k,N ∈ N with 1 ≤ k ≤ N and a linear function L : Rk →
RN , prove that if E ⊆ Rk is Lebesgue measurable, then L(E) is Hko-measurable.

Proposition 96 Let L : Rk → RN be an orthogonal function. If E ⊆ Rk, then

Hko(L(E)) = Lko(E). (36)

Proof. By your homework and Theorem 94,

Hko(L(E)) ≤ Hko(E) = Lko(E).

On the other hand, since L−1 : L(Rk) → Rk is Lipschitz continuous with
Lipschitz constant one,

Lko(E) = Hko(E) = Hko(L−1(L(E))) ≤ Hko(L(E))

and thus (36).
We are now ready to prove the area formula for injective linear functions.
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Theorem 97 (Area formula for linear functions) Let 1 ≤ k ≤ N and let
L : Rk → RN be a linear function. Assume that JL has rank k. Then for every
Lebesgue measurable E ⊆ Rk, L(E) is Hko-measurable and

Hk(L(E)) =

∫
E

|||JL||| dy = |||JL|||Lk(E).

Proof. Step 1: Assume first that k = N and that L is a positive definite
diagonal linear function D : Rk → Rk. Then

D(y) = (λ1y1, . . . , λkyk).

Consider a rectangle R = I1 × · · · × Ik. Then by Fubini’s theorem and (35),

Lk(D(R)) = λ1 · · ·λkLk(R) = detJDLk(R) = |||JD|||Lk(R).

If V ⊆ Rk is an open set, then we can write V as a countable union of disjoint
rectangles Rn, and since D is injective, the sets D(Rn) are also disjoint and
so Lk(D(V )) = |||JD|||Lk(V ). By approximating Lebesgue measurable sets
with open sets we obtain that Lk(D(E)) = |||JD|||Lk(E) for every Lebesgue
measurable set E ⊆ Rk.
Step 2: Given now L : Rk → RN such that JL has rank k, by Theorem 93 there
exist an orthogonal linear function P : Rk → Rk, a positive definite diagonal
linear function D : Rk → Rk, and an orthogonal linear function Q : Rk → RN
such that L = Q ◦ D ◦ P . For every Lebesgue measurable set E ⊆ Rk, by
Exercise 95, Theorem 94, (36), and Step 1,

Hk(L(E)) = Hk(Q(D(P (E)))) = Hk(D(P (E))) (37)

= Lk(D(P (E))) = |||JD|||Lk(P (E)) = |||JD|||Lk(E).

Now since Qt ◦Q = Ik,

Lt ◦L = (Q ◦D ◦ P )t ◦ (Q ◦D ◦ P ) = P t ◦Dt ◦Qt ◦Q ◦D ◦ P
= P t ◦Dt ◦D ◦ P ,

and so
det(Lt ◦L) = detP t det(Dt ◦D) detP .

Since detP t = detP = ±1 we have det(Lt ◦L) = det(Dt ◦D). Hence,

|||JL||| =
√

det(Lt ◦L) =

√
det(Dt ◦D) = |||JD|||,

which concludes the proof of the formula.
Wednesday, October 26, 2022

Consider the function

f(x) = x sin
1

x
, x ∈ (0, 1].
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Let’s study the Hölder continuity of f . We have

f ′(x) = sin
1

x
− x

(
1

x2

)
cos

1

x

and so
|f ′(x)| ≤ 1 +

1

x
≤ 2

x
.

Let 0 < x < y ≤ 1. We consider two cases. Assume that there exists n ∈ N
such that 1

2π(n+1) ≤ x < y ≤ 1
2πn . Then by the mean value theorem

|f(x)− f(y)| = |f ′(c)|(y − x) ≤ 2

c
(y − x) ≤ 4π(n+ 1)(y − x)

≤ 8πn(y − x)

and so, writing x = 1
2πn+s , y = 1

2πn+t , where 0 ≤ s, t ≤ 2π, we have

|f(x)− f(y)|
|x− y|α ≤ 8πn(y − x)1−α = 8πn

(
1

2πn+ t
− 1

2πn+ s

)1−α

= 8πn

(
s− t

(2πn+ t)(2πn+ s)

)1−α
≤ C n

n2(1−α)

and so we want 2(1− α) = 1, that is, α = 1
2 .

On the other hand if 1
2π(n+1) ≤ x ≤ 1

2πn ≤
1

2π(`+1) < y ≤ 1
2π` , then by the

previous step

|f(x)− f(y)| ≤
∣∣∣∣f(x)− f

(
1

2πn

)∣∣∣∣+

∣∣∣∣f(y)− f
(

1

2π(`+ 1)

)∣∣∣∣
≤ C

(∣∣∣∣x− 1

2πn

∣∣∣∣1/2 +

∣∣∣∣y − 1

2π(`+ 1)

∣∣∣∣1/2
)

≤ C |x− y|1/2 .

Next assume that α > 1
2 and consider two sequences xn and yn such that

sin 1
xn

= 0 and sin 1
yn

= 1, that is,

xn =
1

2πn
and yn =

1
π
2 + 2nπ

,

then

|f(xn)− f(yn)|
|xn − yn|α

=
1

π
2 + 2nπ

1∣∣∣ 1
2πn −

1
π
2 +2nπ

∣∣∣α =
1

π
2 + 2nπ

1∣∣∣∣ π
2

2πn(π2 +2nπ)

∣∣∣∣α
=

[
2πn

(
π
2 + 2nπ

)]α
π
2 + 2nπ

1∣∣π
2

∣∣α ∼ n2α−1 →∞.
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The general case is more complicated. Let a > 0 and b > 0 and consider the
function

f(x) = xa sin
1

xb
, x ∈ (0, 1].

We have

f ′(x) = axa−1 sin
1

xb
− bxa

(
1

xb+1

)
cos

1

xb
.

If a ≥ b+1, then the derivative of f is bounded and so f is Lipschitz continuous.
Since the domain is bounded, it follows that f is Hölder continuous of any
exponent less than one. Thus assume that a < b+ 1. Then

|f ′(x)| ≤ C

xb+1−a .

Let 0 < x < y ≤ 1. We consider two cases. Assume that there exists n ∈ N
such that 1

[2π(n+1)]1/b
≤ x < y ≤ 1

[2πn]1/b
. Then by the mean value theorem

|f(x)− f(y)| = |f ′(c)|(y − x) ≤ C

cb+1−a (y − x) ≤ Cn(b+1−a)/b(y − x)

and so, writing x = 1
(2πn+s)1/b

, y = 1
(2πn+t)1/b

, where 0 ≤ t < s ≤ 2π, we have

|f(x)− f(y)|
|x− y|α ≤ Cn(b+1−a)/b(y−x)1−α = Cn(b+1−a)/b

(
1

(2πn+ t)1/b
− 1

(2πn+ s)1/b

)1−α
.

So we need to compute the limit

lim
n→∞

n(b+1−a)/b

(
1

(2πn+ t)1/b
− 1

(2πn+ s)1/b

)1−α
.

Using the fact that (1 + z)γ = 1 + γz + o(z), we have

1

(2πn+ s)1/b
= (2πn+ s)−1/b = (2πn)

−1/b
(

1 +
s

2πn

)−1/b

= (2πn)
−1/b

(
1− 1

b

s

2πn
+ o

(
1

n

))
1

(2πn+ t)1/b
= (2πn)

−1/b

(
1− 1

b

t

2πn
+ o

(
1

n

))
.

Hence,

1

(2πn+ t)1/b
− 1

(2πn+ s)1/b
= (2πn)

−1/b

[
1− 1

b

s

2πn
+ o

(
1

n

)
−
(

1− 1

b

t

2πn
+ o

(
1

n

))]
=

1

(2πn)
1/b

[
1

b

t− s
2πn

+ o

(
1

n

)]
and so

n(b+1−a)/b

(
1

(2πn+ t)1/b
− 1

(2πn+ s)1/b

)1−α
= n(b+1−a)/b

(
1

(2πn)
1/b

[
1

b

t− s
2πn

+ o

(
1

n

)])1−α

∼ n(b+1−a)/b

n(1+1/b)(1−α)
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and so we want (b+ 1− a)/b = (1 + 1/b)(1− α), that is α = a
b+1 .

On the other hand if 1
[2π(n+1)]1/b

≤ x ≤ 1
[2πn]1/b

≤ 1
[2π(`+1)]1/b

< y ≤ 1
[2π`]1/b

,
then by the previous step

|f(x)− f(y)| ≤
∣∣∣∣f(x)− f

(
1

[2πn]1/b

)∣∣∣∣+

∣∣∣∣f(y)− f
(

1

2π(`+ 1)

)∣∣∣∣
≤ C

(∣∣∣∣x− 1

[2πn]1/b

∣∣∣∣α +

∣∣∣∣y − 1

2π(`+ 1)

∣∣∣∣α)
≤ C |x− y|α .

Next assume that α > a
b+1 . Consider two sequences xn and yn such that

sin 1
xn

= 0 and sin 1
yn

= 1, that is,

xn =
1

(2πn)1/b
and yn =

1

(π2 + 2nπ)1/b
,

then
|f(xn)− f(yn)|
|xn − yn|α

=
1(

π
2 + 2nπ

)a/b 1∣∣∣ 1
(2πn)1/b

− 1
(π2 +2nπ)1/b

∣∣∣α
Using the fact that (1 + z)γ = 1 + γz + o(z), we have

1

(2πn)1/b
− 1

(π2 + 2nπ)1/b
=

(π2 + 2nπ)1/b − (2πn)1/b

(2πn)1/b(π2 + 2nπ)1/b
=

(2nπ)1/b
[
( π

4nπ + 1)1/b − 1
]

(2πn)1/b(π2 + 2nπ)1/b

=
1
b

π
4nπ + o

(
π

4nπ

)
(π2 + 2nπ)1/b

∼ 1

n1+1/b
.

Hence,

|f(xn)− f(yn)|
|xn − yn|α

=
1(

π
2 + 2nπ

)a/b 1∣∣∣ 1
(2πn)1/b

− 1
(π2 +2nπ)1/b

∣∣∣α ∼ n(1+1/b)α

na/b
= n(1+1/b)α−a/b →∞

provided (1 + 1/b)α− a/b = b+1
b α− a

b = b+1
b

(
α− a

b+1

)
> 0, that is α > a

b+1 .

Monday, October 31, 2022
Next we extend the area formula to C1 functions.

Theorem 98 (Area formula) Let 1 ≤ k ≤ N , let V ⊆ Rk be an open set and
let ϕ : V → RN be a function of class C1 such that Jϕ(y) has rank k for every
y ∈ V . Let E ⊆ V be a Lebesgue measurable set and assume that ϕ is injective
in E. Then

Hk(ϕ(E)) =

∫
E

|||Jϕ(y)||| dy.

Exercise 99 Let f : [a, b]→ RN be continuous. Prove that∥∥∥∥∥
∫ b

a

f(x) dx

∥∥∥∥∥ ≤
∫ b

a

‖f(x)‖ dx.
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In what follows given an N × k matrix A we define its norm as

‖A‖N×k := sup

{
‖Ay‖N
‖y‖k

: y ∈ Rk \ {0}
}
.

Note that
‖Ay‖N ≤ ‖A‖N×k‖y‖k for all y ∈ Rk. (38)

We divide the proof in a few lemmas.

Lemma 100 Let 1 ≤ k ≤ N , let V ⊆ Rk be an open set and let ϕ : V → RN be
a function of class C1 and let y0 ∈ V . Assume that Jϕ(y0) has rank k. Then
for every ε > 0 there exists δ > 0 such that

(1− ε)‖L(y1 − y2)‖N ≤ ‖ϕ(y1)−ϕ(y2)‖N ≤ (1 + ε)‖L(y1 − y2)‖N
for all y1,y2 ∈ Bk(y0, δ) ⊆ V , where L(y) := Jϕ(y0)yt, y ∈ Rk.

Proof. Since Jϕ(y0) has rank k, L is injective, and so L(y) 6= 0 for all y ∈
Rk \ {0}. Define g(y) := ‖L(y)‖N . By Weierstrass theorem, there exists

min
y∈∂Bk(0,1)

g(y) = g(y0) = c > 0.

Hence, for y ∈ Rk \ {0}, ∥∥∥∥L( y

‖y‖k

)∥∥∥∥
N

≥ c.

It follows that
‖L(y)‖N ≥ c‖y‖k for all y ∈ Rk. (39)

Since ϕ is of class C1 there exists δ > 0 such that

‖Jϕ(y)− Jϕ(y0)‖N×k ≤ cε (40)

for every y ∈ Bk(y0, δ). Let y1,y2 ∈ Bk(y0, δ). By the fundamental theorem
of calculus applied to the function

h(t) := ϕ(y1t+ (1− t)y2)−L(y1t+ (1− t)y2)

we have

ϕ(y1)−ϕ(y2)−L(y1 − y2) =

∫ 1

0

(Jϕ(y1t+ (1− t)y2)− Jϕ(y0))(y1 − y2)t dt.

Hence, by (38), (39), (40), and Exercise 99,

‖ϕ(y1)−ϕ(y2)‖N ≤ ‖L(y1 − y2)‖N + ‖ϕ(y1)−ϕ(y2)−L(y1 − y2)‖N
≤ ‖L(y1 − y2)‖N + cε‖y1 − y2‖k ≤ (1 + ε)‖L(y1 − y2)‖N ,

while

‖ϕ(y1)−ϕ(y2)‖N ≥ ‖L(y1 − y2)‖N − ‖ϕ(y1)−ϕ(y2)−L(y1 − y2)‖N
≥ ‖L(y1 − y2)‖N − cε‖y1 − y2‖k ≥ (1− ε)‖L(y1 − y2)‖N ,

which completes the proof.
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Lemma 101 Let 1 ≤ k ≤ N , let V ⊆ Rk be an open set, let ϕ : V → RN be
a function of class C1, and let y0 ∈ V . Assume that Jϕ(y0) has rank k. Then
for every 0 < ε < 1 there exists δ > 0 such that for every Lebesgue measurable
set E ⊆ Bk(y0, δ) ⊆ V , ϕ(E) is Hko-measurable and

(1− ε)k+1

∫
E

|||Jϕ(y)||| dy ≤ Hk(ϕ(E)) ≤ (1 + ε)k+1

∫
E

|||Jϕ(y)||| dy.

Proof. Let L be as in the previous lemma. Since Jϕ(y0) has rank k, the linear
function L : Rk → RN is injective, and so there exists L−1 : L(Rk) → Rk.
Given 0 < ε < 1, let δ > 0 be so small that the conclusions of the previous
lemma hold and also so that

(1 + ε)−1|||Jϕ(y)||| ≤ |||Jϕ(y0)||| ≤ (1 + ε)|||Jϕ(y)||| (41)

for all y ∈ Bk(y0, δ), where we used the fact that ϕ is of class C
1. Since by the

previous lemma,

(1− ε)‖L(y1 − y2)‖N ≤ ‖ϕ(y1)−ϕ(y2)‖N ≤ (1 + ε)‖L(y1 − y2)‖N (42)

for all y1,y2 ∈ Bk(y0, δ) ⊆ V , taking y1 = L−1(x1) and y1 = L−1(x2) we get

‖(ϕ ◦L−1)(x1)− (ϕ ◦L−1)(x2)‖N ≤ (1 + ε)‖x1 − x2‖N

for all x1, x2 ∈ L(Bk(y0, δ)).
Wednesday, November 2, 2022

Proof. Thus ϕ ◦L−1 is Lipschitz continuous with Lipschitz constant less than
or equal to 1 + ε. It follows by your homework, the area formula for L, and
(41),

Hko(ϕ(E)) = Hko((ϕ ◦L−1)(L(E))) ≤ (1 + ε)kHko(L(E)) (43)

= (1 + ε)k
∫
E

|||JL||| dy ≤ (1 + ε)k+1

∫
E

|||Jϕ(y)||| dy.

Similarly, by (42) and the fact that L is injective it follows that ϕ is injective,
and so taking y1 = ϕ−1(x1) and y1 = ϕ−1(x2) we get

‖(L ◦ϕ−1)(x1)− (L ◦ϕ−1)(x2)‖N ≤ (1− ε)−1‖x1 − x2‖N

for all x1, x2 ∈ ϕ(Bk(y0, δ)). Thus L ◦ ϕ−1 is Lipschitz continuous with
Lipschitz constant less than or equal to (1− ε)−1. It follows by your homework,
the area formula for L, and (41),

(1 + ε)−1

∫
E

|||Jϕ(y)||| dy ≤
∫
E

|||JL||| dy = Hko(L(E))

= Hko((L ◦ϕ−1)(ϕ(E))) ≤ (1− ε)−kHko(ϕ(E)),

which gives the other inequality since (1− ε) ≤ (1 + ε)−1.
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We leave as an exercise to prove that ϕ(E) is Hko -measurable.
We turn to the proof of the area formula

Proof. Fix ε > 0 and cover V with countably many balls Bi ⊆ V such that
for every E ⊆ Bi the previous lemma apply. Given a Lebesgue measurable set
E ⊆ V , define inductively, E1 := E ∩ B1, Ei := (E ∩ Bi) \

⋃i−1
j=1Bj . Then the

sets Ei are disjoint and their union is E. By the previous lemma applied to
each Ei we get

(1− ε)k+1

∫
Ei

|||Jϕ(y)||| dy ≤ Hk(ϕ(Ei)) ≤ (1 + ε)k+1

∫
Ei

|||Jϕ(y)||| dy.

Summing over i and using the fact that ϕ is injective in E gives

(1− ε)k+1

∫
E

|||Jϕ(y)||| dy ≤ Hk(ϕ(E)) ≤ (1 + ε)k+1

∫
E

|||Jϕ(y)||| dy.

We now let ε→ 0+.

Example 102 Let I ⊆ R be an open interval and let ϕ : I → RN be a function
of class C1. Assume that ϕ is injective and that ϕ′(t) 6= 0 for every t ∈ I.
Then the set M = ϕ(I) is a 1-dimensional manifold of class C1 (why?). Since

det
(
ϕ′(t))Tϕ′(t)

)
= ‖ϕ′(t)‖2,

we have that the length of M is given by

H1(M) =

∫
I

‖ϕ′(t)‖ dt.

Moreover, for every Lebesgue measurable set E ⊆ I,

H1(ϕ(E)) =

∫
E

‖ϕ′(t)‖ dt.

Example 103 Given an open set V ⊆ RN and a function f : V → R of class
C1, consider the graph of f ,

Gr f := {(x, t) ∈ V × R : t = f (y)} ⊆ RN+1.

We claim that Gr f is an N -dimensional manifold of class C1. Indeed, a chart
is given by the function ϕ : V → RN+1 defined as ϕ (x) := (x, f (x)). Then,

Jϕ (x) =

(
IN
∇f (x)

)
,

which has rank N . Note that ϕ is one-to-one and that ϕ (V ) = Gr f . Hence,
there exists ϕ−1 : Gr f → V . Moreover, ϕ−1 is continuous, since the projection

Π : RN+1 → RN

(x, t) 7→ x
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is of class C∞ and ϕ−1 is given by the restriction of Π to Gr f . Hence, Gr f is
an N -dimensional manifold of class C1. Moreover,

√
det(Jϕ (x))TJϕ (x) =

√√√√1 +

N∑
i=1

(
∂f

∂xi
(x)

)2

=

√
1 + ‖∇f (x)‖2N

Hence, the surface area of Gr f is

HN (Gr f) =

∫
V

√
1 + ‖∇f (x)‖2N dx,

and for every Lebesgue measurable set E ⊆ V ,

HN (ϕ (E)) =

∫
E

√
1 + ‖∇f (x)‖2N dx.
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Theorem 104 (Area formula, general case) Let 1 ≤ k ≤ N , let V ⊆ Rk
be an open set and let ϕ : V → RN be a function of class C1. Let E ⊆ V be a
Lebesgue measurable set and assume that ϕ is injective in E. Then

Hk(ϕ(E)) =

∫
E

|||Jϕ(y)||| dy.

Theorem 105 (Cauchy—Binet formula) Let 1 ≤ k ≤ N , let A be a N × k
matrix, and let B be a k ×N matrix. Then

detBA =
∑

α∈ΛN,k

det(aαi,j)
k
i,j=1 det(bi,αj )

k
i,j=1, (44)

where
ΛN,k := {α ∈ Nk : 1 ≤ α1 < α2 < · · · < αk ≤ N}.

In particular,
detAtA =

∑
α∈ΛN,k

(det(aαi,j)
k
i,j=1)2.

Proof. Not done in class. We only give a sketch of the proof. Using the
fact that for square matrices the determinant of the product of two matrices is
given by the product of the determinants of the two matrices, we have

det(I +AB) = det

(
I A
0 I

)(
I −A
B I

)
= det

(
I A
0 I

)
det

(
I −A
B I

)
= det

(
I −A
B I

)(
I A
0 I

)
= det(I +BA),

where I and 0 are identity matrices and zero matrices of whatever dimension is
needed to make sense of the previous expressions. The identity

det(IN +AB) = det(Ik +BA)
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is called the Sylvester determinant identity. If we now let t ∈ R and rescale
everything, we obtain

det(tIN +AB) = tN−k det(tIk +BA).

Since both the left-end and right-end sides are polynomials of degree N in t, by
equating the coeffi cients of the tN−k terms we get (44).

Remark 106 The last formula shows that to compute detAtA one should con-
sider all the k × k submatrices of A, compute their determinant and take the
sum of their squares.

Example 107 Consider a 2-dimensional parametrized surface of class C1 in
R3 parametrized by ϕ : V → R3, where V ⊆ R2. Then

Jϕ(y) =


∂ϕ1
∂y1

∂ϕ1
∂y2

∂ϕ2
∂y1

∂ϕ2
∂y2

∂ϕ3
∂y1

∂ϕ3
∂y2


and so

det(Jϕ(y))tJϕ(y) = det2

(
∂ϕ1
∂y1

∂ϕ1
∂y2

∂ϕ2
∂y1

∂ϕ2
∂y2

)
+det2

(
∂ϕ1
∂y1

∂ϕ1
∂y2

∂ϕ3
∂y1

∂ϕ3
∂y2

)
+det2

(
∂ϕ2
∂y1

∂ϕ2
∂y2

∂ϕ3
∂y1

∂ϕ3
∂y2

)
.

We can now prove the area formula in the general case.
Proof. Step 1: Let Σ := {y ∈ V : Jϕ(y) has rank less than k}. We claim
that Hk(ϕ(Σ)) = 0. To see this, assume first that V is bounded and that Jϕ is
bounded in V , say, ‖Jϕ(y)‖ ≤M for all y ∈ V . For ε > 0 consider the function
ϕε : V → RN × Rk given by ϕε(y) := (ϕ(y), εy). Then

Jϕε(y) =

(
Jϕ(y)
εIk

)
,

and so Jϕε(y) has rank k for every y ∈ V . Then by the Cauchy—Binet formula
(see Theorem 105),

|||Jϕε(y)|||2 =
∑

α∈ΛN+k,k

(
det

∂(ϕε)α
∂y

(y)

)2

≤ |||Jϕ(y)|||2 + c(1 +M2)ε2

for some constant c > 0. If particular, if y ∈ Σ, then

|||Jϕε(y)|||2 ≤ cε2, (45)

where as usual the constant c changes from line to line. Since ϕ = Π◦ϕε, where
Π : RN×Rd → RN is the projection operator given by Π(x,y) := x and since Π
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is Lipschitz continuous with Lipschitz constant one, it follows from Proposition
??, the area formula, and (45),

Hk(ϕ(Σ)) = Hk(Π(ϕε(Σ))) ≤ 1Hk(ϕε(Σ))

=

∫
Σ

|||Jϕε(y)||| dy ≤ cεLk(V ).

Letting ε→ 0 gives Hk(ϕ(Σ)) = 0.
The general case in which V and Jϕ are not bounded follows by writing V

as an increasing sequence of open bounded sets Vn with Vn ⊆ Vn+1 ⊆ V for all
n and by applying what we just did in each set Vn.

Step 2: Since V \ Σ is open, we can apply the special case of the area
formula (Theorem 98) to obtain that

Hk(ϕ(E \ Σ)) =

∫
E\Σ
|||Jϕ(y)||| dy.

On the other hand, by the previous lemma, Hk(ϕ(Σ)) = 0, and so

Hk(ϕ(E)) = Hk(ϕ(E\Σ)∪ϕ(E∩Σ)) = Hk(ϕ(E\Σ)) =

∫
E\Σ
|||Jϕ(y)||| dy =

∫
E

|||Jϕ(y)||| dy,

where in the last equality we used the fact that |||Jϕ(y)||| = 0 for all y ∈ Σ.
As a consequence of the area formula we have the following change of vari-

ables formula for surface integrals.

Theorem 108 Let 1 ≤ k ≤ N , let V ⊆ Rk be an open set and let ϕ : V → RN
be a function of class C1. Let E ⊆ ϕ(V ) be a Borel set and let f : E → R be
a Borel function, which is either Hk integrable or has a sign. Assume that ϕ is
injective in ϕ−1(E). Then∫

E

f(x) dHk(x) =

∫
ϕ−1(E)

f(ϕ(y))|||Jϕ(y)||| dy. (46)

Proof. Assume first that f = χG, where G ⊆ E is a Borel set. Then ϕ−1(G)
is a Borel set and so by Theorem 104,∫

E

f(x) dHk(x) = Hk(G) = Hk(ϕ(ϕ−1(G)))

=

∫
ϕ−1(G)

|||Jϕ(y)||| dy =

∫
ϕ−1(E)

χG(ϕ(y))|||Jϕ(y)||| dy.

Next take f to be a simple function, f =
∑n
i=1 ciχGi , where the Borel sets Gi

are disjoint. Then by what we just proved and the linearity of integrals∫
E

f(x) dHk(x) =

n∑
i=1

ciHk(Gi) =

n∑
i=1

ci

∫
ϕ−1(Gi)

|||Jϕ(y)||| dy

=

∫
ϕ−1(E)

f(ϕ(y))|||Jϕ(y)||| dy.
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For a nonnegative Borel function f , construct an increasing sequence of Borel
simple functions converging pointwise to f and apply the Lebesgue monotone
convergence theorem on both sides.
Finally, if the Borel function f : E → R is Hk integrable, then as usual

we can write f = f+ − f−, apply (46) to f+ and f−, and use the linearity of
integrals to deduce (46) for f .

Exercise 109 Prove that the previous theorem continues to hold if we assume
that ϕ is injective in ϕ−1(E) \ E0, where Lk(E0) = 0.

Since HN = LN (see Theorem 94) in the case k = N we obtain the classical
change of variables for Lebesgue integration.

Corollary 110 (Change of variables) Let Ω ⊆ RN be an open set and let
ϕ : Ω→ RN be a function of class C1. Let E ⊆ ϕ(Ω) be a Lebesgue measurable
set and let f : E → R be a Lebesgue measurable function, which is either
Lebesgue integrable or has a sign. Assume that ϕ is injective in ϕ−1(E). Then∫

E

f(x) dx =

∫
ϕ−1(E)

f(ϕ(y))|det Jϕ(y)| dy.

Monday, November 7, 2022
We now consider some important examples.

Example 111 Let M be a 1-dimensional parametrized manifold of class C1

and ϕ : I → RN be a parametrization. Then

det(ϕ′(t))Tϕ′(t) = ‖ϕ′(t)‖.

If E ⊆ ϕ(I) is a Borel set and f : E → R a Borel function, which is either
H1-integrable or has a sign, then∫

E

f(x) dH1(x) =

∫
ϕ−1(E)

f(ϕ(y))‖ϕ′(t)‖ dt.

Example 112 Given an open set V ⊆ Rk and a function f : V → R of class
C1, consider the graph of f ,

Gr f := {(y, t) ∈ V × R : t = f (y)} .

We have seen that Gr f is an k-dimensional surface of class C1 and that a chart
is given by the function ϕ : V → Rk+1 given by ϕ (y) := (y, f (y)). Moreover,

Jϕ(y) =

(
Ik
∇f (y)

)
,

which has rank k. Hence,

√
det(Jϕ(y))TJϕ(y) =

√√√√1 +

k∑
i=1

(
∂f

∂yi
(y)

)2

=

√
1 + ‖∇f (y)‖2k
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If E ⊆ ϕ(V ) is a Borel set and g : E → R a Borel function, which is either
Hk-integrable or has a sign, then∫

E

g dHk =

∫
ϕ−1(E)

g (y, f (y))

√
1 + ‖∇f (y)‖2k dy. (47)

In Theorem 108 we have seen how to compute∫
E

f dHk

in the case in which E ⊆ M , where M is a k-th dimensional parametrized
manifold of class C1. In many examples, we have a more general situation,
where

E ⊆ E0 ∪
∞⋃
n=1

Mn, (48)

where Hk(E0) = 0 and Mn are k-th dimensional parametrized manifolds of
class C1 parametrized by ϕn : Vn → RN . Define E1 := E ∩ M1, En :=
E ∩Mn \

⋃n−1
k=1 Ek. Then the sets En are disjoint, and so, if either f ≥ 0 or f

is Hk integrable, we can write∫
E

f dHk =

∞∑
n=1

∫
En

f dHk.

Now we can apply Theorem 108 in En to write∫
E

f dHk =

∞∑
n=1

∫
En

f dHk =

∞∑
n=1

∫
ϕ−1n (En)

f(ϕn(y))|||Jϕn(y)||| dy.

10 Manifolds

We now manifolds that cannot be parametrized by a single chart.

Definition 113 Given 1 ≤ k ≤ N , a nonempty set M ⊆ RN is called a k-
dimensional differential surface or manifold if for every x0 ∈ M there exist an
open set U containing x0 and a differentiable function ϕ : V → RN , where
V ⊆ Rk is an open set such that

(i) ϕ : V → M ∩ U is a homeomorphism, that is, it is invertible and contin-
uous together with its inverse ϕ−1 : M ∩ U → V ,

(ii) Dϕ (y) has rank k for all y ∈ V .

The function ϕ is called a local chart or a system of local coordinates or
a local parametrization around x0. We say that M is of class Cm, m ∈ N,
(respectively, C∞) if all local charts are of class Cm (respectively, C∞).
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Roughly speaking a set M ⊂ RN is a k-dimensional differential surface if for
every point x0 ∈M we can “cut”a piece of M around x0 and deform it/flatten
it in a smooth way to get, say, a ball of Rk. Another way to say this is that
locallyM looks like Rk. Thus, a sphere in R3 is a 2-dimensional surface because
locally it looks like R2, while a cone is not because near the tip it does not look
like R2. A simple way to construct k-dimensional differential surface is to start
with a set of Rk and then deform it in a smooth way.

Example 114 Consider the hyperbola

M :=
{

(x, y) ∈ R2 : x2 − y2 = 1
}
.

To cover M we need at least two local charts, precisely, we can take the open
sets

V :=
{

(x, y) ∈ R2 : x > 0
}
, W :=

{
(x, y) ∈ R2 : x < 0

}
,

and the functions ϕ : R→M ∩ V and ψ : R→M ∩W defined by

ϕ(t) :=
(√

1 + t2, t
)
, ψ(t) :=

(
−
√

1 + t2, t
)
, t ∈ R.

Note that both ϕ and ψ are of class C∞ (the argument inside the square roots

is never zero). Moreover, ϕ′(t) =
(

t√
1+t2

, 1
)
and ψ′(t) :=

(
− t√

1+t2
, 1
)
, and

so the rank of ϕ′(t) and of ψ′(t) is one. Finally, ϕ−1 : M ∩ V → R and
ψ−1 : M ∩W → R are given by

ϕ−1 (x, y) = y, ψ−1 (x, y) = y,

which are continuous. Thus, M is a 1-dimensional surface of class C∞.

Remark 115 Given a k-dimensional surface M of class Cm, for every x ∈M
there exist and open set Ux and a local chart ϕx : Vx → RN such that x ∈
ϕx(Vx) ⊆ Ux and M ∩ Ux = ϕx(Vx). Hence, M ⊆

⋃
x∈M Ux. But then we

can find countably many Un and local charts ϕn such that
⋃
n Un =

⋃
x∈M Ux

so that
M ⊆

⋃
n

ϕn(Vn) ⊆
⋃
n

Un.

Hence, if E ⊆M we are extactly in the situation (48).

Exercise 116 Given the set

M :=
{

(x, y, z) ∈ R3 : x2 + y2 + z2 = 1, x, y, z > 0
}
,

prove that it is a 2-dimensional surface and find its surface area.

Exercise 117 Given the set

M :=
{

(x, y, z) ∈ R3 : z = x2 + y2, x2 + y2 < 1
}
,

prove that it is a 2-dimensional surface and find its surface area.
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The next two theorems give an equivalent definition of surfaces, which are
very useful for examples. We begin by showing that a manifold can be written
locally as the graph of a function.

Theorem 118 Given 1 ≤ k < N , a nonempty set M ⊆ RN , and m ∈ N, the
following are equivalent

(i) M is a k-dimensional surface of class Cm.

(ii) For every x0 ∈M there exist an open set U ⊆ RN containing x0, an open
set V ⊆ Rk, and a function f : V → RN−k of class Cm, such that, by
relabelling the coordinates, if necessary,

M ∩ U = {(y,f(y)) : y ∈ V } .

Proof. Step 1: We prove that (i) implies (ii). Given x0 ∈M , let U, V , and ϕ
be as in Definition 113. Let y0 ∈ V be such that ϕ (y0) = x0. Since Jϕ (y0) has
rank k, there is an k× k submatrix of Jϕ (y0), which has determinant different
from zero. By changing the coordinates axes of RN , if necessary, without loss
of generality, we may assume for simplicity assume that

det


∂ϕ1
∂y1

(y0) · · · ∂ϕ1
∂yk

(y0)
... · · ·

...
∂ϕk
∂y1

(y0) · · · ∂ϕk
∂yk

(y0)

 6= 0.

Let w := (xk+1, . . . , xN ) so that x = (z,w). Let g : V → Rk be defined by

g (y) := (ϕ1 (y) , . . . , ϕk (y)) . (49)

Then

det Jg (y0) = det


∂ϕ1
∂y1

(y0) · · · ∂ϕ1
∂yk

(y0)
... · · ·

...
∂ϕk
∂y1

(y0) · · · ∂ϕk
∂yk

(y0)

 6= 0,

and so by the inverse function theorem there exists r > 0 such that Bk (y0, r) ⊆
V , f (Bk (y0, r)) is open, and g : Bk (y0, r) → g (Bk (y0, r)) is invertible, with
inverse g−1 : f (Bk (y0, r)) → Bk (y0, r) of class C

m. Hence, we have shown
that we can write y as a function of z, y = g−1 (z).
Since ϕ is a homeomorphism, the set ϕ (Bk (y0, r)) is relatively open in M ,

that is, it can be written as

ϕ (Bk (y0, r)) = M ∩ U1

for some open set U1 ⊆ RN . Then

M ∩ U1 = {ϕ (y) : y ∈ Bk (y0, r)} .
=
{(
z, ϕk+1

(
g−1 (z)

)
, . . . , ϕN

(
g−1 (z)

))
: z ∈ g (Bk (y0, r))

}
.
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This shows thatM∩U1 is given by the graph of the function z ∈ g (Bk (y0, r)) 7→(
ϕk+1

(
g−1 (z)

)
, . . . , ϕN

(
g−1 (z)

))
.

Step 2: We prove that (ii) implies (i). Given x0 ∈ M , let U , V and
f : V → RN−k of class Cm be as such that, by relabelling the coordinates, if
necessary,

M ∩ U = {(y,f(y)) : y ∈ V } .
Define ϕ : V → RN by

ϕ (y) := (y,f(y)).

Then ϕ is of class Cm, injective, ϕ−1 : ϕ(V ) → Rk is continuous, since
ϕ−1(y,w) = y, and

Jϕ(y) =

(
Ik

Jf (y)

)
which has rank k.

Next we show that a manifold can be written locally as the set of zeros of a
function.

Proposition 119 Given 1 ≤ k < N , a nonempty set M ⊆ RN , and m ∈ N,
then the following are equivalent:

(i) M is a k-dimensional surface of class Cm.

(ii) For every x0 ∈ M there exist an open set U ⊆ RN containing x0 and a
function g : U → RN−k of class Cm, such that

M ∩ U = {x ∈ U : g (x) = 0}

and Jg (x) has rank N − k for all x ∈M ∩ U .

Proof. Step 1: We prove that (i) implies (ii). By the previous theorem, for
every x0 ∈ M there exist an open set U ⊆ RN containing x0, an open set
V ⊆ Rk, and a function f : V → RN−k of class Cm, such that, by relabelling
the coordinates, if necessary,

M ∩ U = {(y,f(y)) : y ∈ V } .

Consider the function g : U → RN−k of class Cm defined by

g (x) := (xk+1 − f1 (x1, . . . , xk) , . . . , xN − fN−k (x1, . . . , xk)) .

Then
M ∩ U = {x ∈ U : g (x) = 0} .

Moreover, Jg (x) contains the submatrix IN−k, since for i, j ≥ k + 1,

∂gi
∂xj

(x) =
∂

∂xj
(xi − fi−k (x1, . . . , xk)) = δi,j − 0.

Hence, Jg (x) has rank N − k for all x ∈ U1.
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Proof. Step 2: We prove that (ii) implies (i). Since Jg (x0) has rank N − k,
there is an (N − k) × (N − k) submatrix of Jg (x0), which has determinant
different from zero. By relabeling the coordinates, if necessary, we can assume
for simplicity that

det


∂g1
∂x1

(x0) · · · ∂g1
∂xN−k

(x0)
... · · ·

...
∂gN−k
∂x1

(x0) · · · ∂gN−K
∂xN−k

(x0)

 6= 0.

Let z := (x1, . . . , xN−k) and y := (xN−k+1, . . . , xN ), so that x = (z,y), x0 =
(z0,y0), and det ∂g∂z (x0) 6= 0. Consider the function f : U → RN defined by

f (x) := (g (x) ,y) .

Then

det Jf (x0) = det

( ∂g
∂z (x0) ∂g

∂y (x0)

0k×(N−k) Ik

)
= det

∂g

∂z
(x0) 6= 0,

and so by the inverse function theorem there exists r > 0 such that B (x0, r) ⊆
U , f (B (x0, r)) is open, and f : B (x0, r)→ f (B (x0, r)) is invertible, with in-
verse f−1 : f (B (x0, r))→ B (x0, r) of class Cm. Since f (B (x0, r)) is open and
contains f (x0) = (0,y0), we may find balls BN−k (0, r0) and Bk (y0, r0) such
thatBN−k (0, r0)×Bk (y0, r0) ⊆ f (B (x0, r)). Then U1 := f−1 (BN−k (0, r0)×Bk (y0, r0))
is open. Moreover, if x ∈ M ∩ U1, then f (x) = (0,y). Hence, the function
ϕ : Bk (y0, r0)→M ∩ U1 defined by

ϕ (y) := f−1 (0,y)

is a homeomorphism. Since f (x) = (g (x) ,y), we have that ϕ (y) = f−1 (0,y)
takes the form ϕ (y) = f−1 (0,y) = (h (0,y) ,y), and so

Jϕ (y) =

(
Jh (y)
Ik

)
,

which shows that Jϕ (y) has rank k for all y ∈ Bk (y0, r0).
Next we define tangent vectors and normal vectors.

Definition 120 Let 1 ≤ k < N , and let M be a k-dimensional differential
surface. Given x0 ∈M , a vector t ∈ RN is called a tangent vector to M at the
point x0 if there exists a function h : (−δ, δ)→ RN differentiable at t = 0 such
that h ((−δ, δ)) ⊆ M , h (0) = x0 and h′ (0) = t. The set of all tangent vectors
to M at x0 is called the tangent space to M at x0 and is denoted TM (x0).

Friday, November 11, 2022
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Theorem 121 Let 1 ≤ k < N , and let M be a k-dimensional differential
surface of class Cm, m ∈ N. Given x0 ∈ M , let ϕ : V → RN be a local
chart such that ϕ (y0) = x0 for some y0 ∈ V . Then the vectors ∂ϕ

∂y1
(y0), . . . ,

∂ϕ
∂yk

(y0) form a basis for the tangent space TM (x0) to M at x0.

Proof. Step 1: We prove that

TM (x0) ⊆ span

{
∂ϕ

∂y1
(y0) , . . . ,

∂ϕ

∂yk
(y0)

}
.

Let t ∈ TM (x0) and let h : (−δ, δ) → RN be differentiable at t = 0 with
h ((−δ, δ)) ⊆ M , h (0) = x0 and h′ (0) = t. Let ϕ : V → RN be a local
chart, with x0 ∈ ϕ(V ) = M ∩ U and let y0 ∈ V be such that ϕ (y0) =x0.
Since Jϕ (y0) has rank k, there is an k × k submatrix of Jϕ (y0), which has
determinant different from zero. By changing the coordinates axes of RN , if
necessary, without loss of generality, we may assume for simplicity assume that

det


∂ϕ1
∂y1

(y0) · · · ∂ϕ1
∂yk

(y0)
... · · ·

...
∂ϕk
∂y1

(y0) · · · ∂ϕk
∂y1

(y0)

 6= 0.

Consider the function f : V × RN−k → RN be defined by

f (y, z) := (ϕ1 (y) , . . . , ϕk (y) , ϕk+1 (y) + z1, . . . , ϕN (y) + zN−k) .

Then

det Jf (y0,0) = det



∂ϕ1
∂y1

(y0) · · · ∂ϕ1
∂yk

(y0)
... · · ·

...
∂ϕk
∂y1

(y0) · · · ∂ϕk
∂y1

(y0)

0k×(N−k)

∂ϕk+1
∂y1

(y0) · · · ∂ϕk+1
∂yk

(y0)
... · · ·

...
∂ϕN
∂y1

(y0) · · · ∂ϕN
∂y1

(y0)

IN−k



= det


∂ϕ1
∂y1

(y0) · · · ∂ϕ1
∂yk

(y0)
... · · ·

...
∂ϕk
∂y1

(y0) · · · ∂ϕk
∂y1

(y0)

 6= 0,

and so by the inverse function theorem there exists r > 0 such thatBN ((y0,0) , r) ⊂
V×RN−k, f (BN ((y0,0) , r)) is open, and f : BN ((y0,0) , r)→ f (BN ((y0,0) , r))
is invertible, with inverse f−1 : f (BN ((y0,0) , r)) → BN ((y0,0) , r) of class
Cm. Moreover,

f (y,0) = ϕ (y) ∈M for all y ∈ Bk (y0, r) .

66



In turn for y ∈ Bk (y0, r),

(y,0) = f−1 (f (y,0)) = f−1 (ϕ (y)) ,

which shows that for all i = i, . . . , k, the first k components of f−1 coincide
with ϕ−1 on points ϕ (y). In particular, if x∈ f (BN ((y0,0) , r)) ∩M , then
x= f (y,0) = ϕ (y) for some y ∈ Bk (y0, r) and so(

ϕ−1
)
i
(x) =

(
f−1

)
i
(x)

for all i = i, . . . , k. Thus, ϕ−1 is differentiable in f (BN ((y0,0) , r)) ∩M . It
follows by the chain rule that the function ϕ−1◦h : (−δ, δ)→ Rk is differentiable
at 0. Writing

h = ϕ ◦
(
ϕ−1 ◦ h

)
,

it follows by the chain rule that

t = h′ (0) = Jϕ (y0)
(
ϕ−1 ◦ h

)′
(0) ,

which shows that t ∈ span
{
∂ϕ
∂y1

(y0) , . . . , ∂ϕ∂yk (y0)
}
. This shows that

TM (x0) ⊆ span

{
∂ϕ

∂y1
(y0) , . . . ,

∂ϕ

∂yk
(y0)

}
.

Step 2: We prove that

span

{
∂ϕ

∂y1
(y0) , . . . ,

∂ϕ

∂yk
(y0)

}
⊆ TM (x0) .

Since V is open, there exists Bk (y0, r) ⊆ V . Let e1, . . . , ek be the standard
orthonormal basis of Rk. Given a vector w ∈ Rk, let

δ :=
r

1 + ‖w‖k
> 0

and consider the function h : (−δ, δ)→ RN defined by

h(t) := ϕ (y0 + tw) .

Then h ((−δ, δ)) ⊆ ϕ (Bk (y0, r)) ⊆ M , h (0) = ϕ (y0) = x0. If w = 0, then h
is constant and so h′ (0) = 0. This shows that 0 is a tangent vector to M at
x0. If w 6= 0, we have

h(t)− h (0)

t
=
ϕ (y0 + tw)−ϕ (y0)

t
→ ∂ϕ

∂w
(y0) .

This shows that ∂ϕ∂w (y0) is a tangent vector toM at x0. Since ϕ is differentiable,
by a theorem from a semester ago (applied to each component),

∂ϕ

∂w
(y0) =

k∑
i=1

wi
∂ϕ

∂yi
(y0) .
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This shows that each linear combination of the vectors ∂ϕ
∂y1

(y0), . . . , ∂ϕ
∂yk

(y0)
is a tangent vector, that is that

span

{
∂ϕ

∂y1
(y0) , . . . ,

∂ϕ

∂yk
(y0)

}
⊆ TM (x0) .

Note that since Jϕ (y0) has rank k, the vectors ∂ϕ∂y1 (y0), . . . , ∂ϕ∂yk (y0) are linearly
independent.

Theorem 122 Let 1 ≤ k < N , and let M be a k-dimensional surface of class
Cm, m ∈ N, of the form given in Proposition 119. Given x0 ∈ M , let g :
B (x0, r)→ RN−k be the function given in Proposition 119 corresponding to the
point x0. Then

TM (x0) = ker dgx0 =
{
x ∈ RN : Jg (x0)x = 0

}
.

Proof. Let t ∈ TM (x0) and let h : (−δ, δ) → RN be differentiable at t = 0
with h ((−δ, δ)) ⊆M , h (0) = x0 and h′ (0) = t. Taking δ smaller, if necessary,
we have that

g (h(t)) = 0

for all t ∈ (−δ, δ). It follows by the chain rule that

0 = Jg (x0)h′ (0) = Jg (x0) t,

which shows that t ∈ ker dgx0 . Hence, TM (x0) ⊆ ker dgx0 . On the other hand,
since Jg (x0) has rank N − k, the dimension of ker dgx0 is given by

N − rank Jg (x0) = N − (N − k) = k.

But TM (x0) has also dimension k by the previous theorem. Hence, TM (x0) =
ker dgx0 .

Definition 123 Let 1 ≤ k < N , and let M be a k-dimensional differential
surface. Given x0 ∈M , a vector ν ∈ RN is called a normal vector to M at the
point x0 if

ν · t = 0 for all t ∈ TM (x0) .

The set of all normal vectors to M at x0 is called the normal space to M at x0

and is denoted NM (x0).

Since TM (x0) is a subspace of dimension k, the normal space NM (x0) has
dimension N − K. When K = N − 1, then NM (x0) has dimension 1, so
NM (x0) = {tν : t ∈ R}, where ν 6= 0. Taking ‖ν‖ = 1, at x0 there two choices
of unit normal vectors, ν and −ν.

Exercise 124 Let M be a k-dimensional surface M of class Cm, m ∈ N and
let ϕ : V → M , ψ : W → M be two local charts such that ϕ (V ) ∩ ψ (W ) =:
Z is nonempty. Prove that the function ψ−1 ◦ ϕ : ϕ−1 (Z) → ψ−1 (Z) is a
diffeomorphism of class Cm, that is, ψ−1 ◦ ϕ and its inverse are both of class
Cm.
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The function ψ−1 ◦ ϕ is called a change of parameters or a change of coor-
dinates. The previous exercise leads to the definition of abstract manifolds.

Definition 125 Given k ∈ N, a k-dimensional differential surface or manifold
is a nonempty set M together with a family of injective functions ϕα : Vα →M ,
α ∈ Λ, where Vα ⊆ Rk is an open set, such that

(i)
⋃
αϕα(Vα) = M ,

(ii) If α, β ∈ Λ are such that ϕα (Vα) ∩ ϕβ (Vβ) =: Zα,β is nonempty then
ϕ−1
α (Zα,β) and ϕ−1

β (Zα,β) are open sets and the functions ϕ−1
β ◦ ϕα :

ϕ−1
α (Zα,β)→ Rk and ϕ−1

α ◦ϕβ : ϕ−1
β (Zα,β)→ Rk are differentiable.

The family {ϕα}α∈Λ is called an atlas.

Remark 126 A differential structure on a set induces a natural topology. We
say that U ⊆M is open if ϕ−1

α (U) is open for every α ∈ Λ. With this topology,
all the local charts ϕα are continuous and ϕα(Vα) are open, so that all ϕα become
homeomorphisms.

Definition 127 Given k ∈ N, a k-dimensional differential M is called ori-
entable if there exists an atlas {ϕα}α∈Λ such that for every α, β ∈ Λ with
ϕα (Vα) ∩ ϕβ (Vβ) =: Zα,β nonempty, Jϕ−1β ◦ϕα has positive determinant in

ϕ−1
α (Zα,β). Otherwise M is called non orientable.

It can be shown that an N − 1-dimensional manifold M of class C` is ori-
entable if and only if at every point x ∈M one can choose a unit normal vector
ν(x) ∈ NM (x) in such a way that the map

M → RN \ {0}
x 7→ ν(x)

is continuous.
Monday, November 14, 2022

11 Mollifiers

Definition 128 Given a metric space (X, d), a set E ⊆ X and a function
f : E → R, the support of f is the set

supp f := {x ∈ E : f (x) 6= 0}.

Definition 129 Given a metric space (X, d), the space Cc(X) is the space of
all continuous functions whose support if compact.

Definition 130 Given an open set U ⊆ RN and n ∈ N, the space Cnc (U) is the
space of all functions in Cn(U) whose support is compact set and contained in
U . Similarly, C∞c (U) is the space of all functions in C∞(U) whose support is
compact and contained in U .
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Consider the function

ϕ (x) :=

{
c exp

(
1

‖x‖2−1

)
if ‖x‖ < 1,

0 if ‖x‖ ≥ 1,
(50)

where the constant c > 0 is chosen so that∫
RN

ϕ (x) dx = 1. (51)

We leave as an exercise to prove that ϕ ∈ C∞c (RN ). For every ε > 0 we define

ϕε (x) :=
1

εN
ϕ
(x
ε

)
, x ∈ RN .

The functions ϕε are called standard mollifiers.

Remark 131 Fix x ∈ RN . Using the change of variables z = x−y
ε we have

that ∫
B(x,ε)

ϕε (x− y) dy =
1

εN

∫
B(x,ε)

ϕ

(
x− y
ε

)
dy

=
εN

εN

∫
B(0,1)

ϕ (z) dz = 1.

Given a Lebesgue measurable set E ⊆ RN and a Lebesgue integrable function
f : E → R, we define

fε (x) :=

∫
E

ϕε (x− y) f (y) dy (52)

for x ∈ RN . Since ϕε is bounded and continuous, and f is Lebesgue integrable,
fε(x) is well-defined. The function fε : RN → R is called a mollification of f .

Theorem 132 Let E ⊆ RN be a Lebesgue measurable set, f : E → R be a
Lebesgue integrable function. Then fε ∈ C∞(RN ) and for every multi-index α,

∂αfε
∂xα

(x) =

∫
E

∂αϕε
∂xα

(x− y) f (y) dy.

Proof. Let’s prove that fε is of class C1. Fix x ∈ RN and let ei, i = 1, . . . , N ,
be an element of the canonical basis of RN . For every h ∈ R \ {0} consider

fε(x+ hei)− fε(x)

h
−
∫
E

∂ϕε
∂xi

(x− y)f(y) dy

=

∫
E

(
ϕε(x− y + hei)− ϕε(x− y)

h
− ∂ϕε
∂xi

(x− y)

)
f(y) dy.
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By the mean value theorem

ϕε(x− y + hei)− ϕε(x− y)

h
=
∂ϕε
∂xi

(x− y + θhei)

for some θ ∈ (0, 1). Since ∂ϕε∂xi
is continuous and it is zero outside B(0, ε), by the

Weierstrass theorem applied in the compact set B(0, ε) there exists a constant
Mε > 0 such that ∣∣∣∣∂ϕε∂xi

(z)

∣∣∣∣ ≤Mε

for all z ∈ RN . Then we have∣∣∣∣(ϕε(x− y + hei)− ϕε(x− y)

h
− ∂ϕε
∂xi

(x− y)

)
f(y)

∣∣∣∣
=

∣∣∣∣(∂ϕε∂xi
(x− y + θhei)−

∂ϕε
∂xi

(x− y)

)
f(y)

∣∣∣∣ ≤ 2Mε|f(y)|.

Since f is Lebesgue integrable, we can apply the Lebesgue dominated conver-
gence theorem to conclude that

lim
h→0

(
fε(x+ hei)− fε(x)

h
−
∫
E

∂ϕε
∂xi

(x− y)f(y) dy

)
= lim
h→0

∫
E

(
∂ϕε
∂xi

(x− y + θhei)−
∂ϕε
∂xi

(x− y)

)
f(y) dy

=

∫
E

lim
h→0

(
∂ϕε
∂xi

(x− y + θhei)−
∂ϕε
∂xi

(x− y)

)
f(y) dy = 0,

where we used the fact that ∂ϕε∂xi
is continuous. This shows that

∂fε
∂xi

(x) =

∫
E

∂ϕε
∂xi

(x− y) f(y) dy.

A similar but simppler argument shows that ∂fε∂xi
is continuous.

Note that the only properties that we have used on the function ϕε are that
ϕε ∈ C∞c (RN ) with suppϕε ⊆ B(0, ε). Hence, the same proof carries over if
we replace ϕε with ψε := ∂ϕε

∂xi
. Thus, by induction we may prove that for every

multi-index α there holds

∂αfε
∂xα

(x) =

∫
E

∂αϕε
∂xα

(x− y) f (y) dy.

Exercise 133 Prove that fε and all its partial derivatives are uniformly con-
tinuous.
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Theorem 134 Let E ⊆ RN be a Lebesgue measurable set, f : E → R be a
Lebesgue integrable function. Assume that f is continuous at some x0 ∈ E◦.
Then fε(x0) → f(x0). Moreover, if f is continuous in E◦. Then fε → f
uniformly on compact sets of E◦.

Proof. Step 1: Since x0 ∈ E◦, there exists B(x0, r) ⊆ E. Take 0 < ε ≤ r.
Then B(x0, ε) ⊆ E. Since ϕε (x0 − y) = 0 for all y with ‖x0 − y‖ ≥ ε,

fε (x0) =

∫
B(x0,ε)∩E

ϕε (x0 − y) f (y) dy =

∫
B(x0,ε)

ϕε (x0 − y) f (y) dy.

Using Remark 131 we can write

fε (x0)− f (x0) =

∫
B(x0,ε)

ϕε (x0 − y) f (y) dy − 1f (x0)

=

∫
B(x0,ε)

ϕε (x0 − y) [f (y)− f (x0)] dy

and so

|fε (x0)− f (x0) | ≤
∫
B(x0,ε)

ϕε (x0 − y) |f (y)− f (x0) | dy. (53)

Since f is continuous at x0 given ρ > 0 there exists δ = δ(x0, ρ) > 0 such that

|f (y)− f (x0) | ≤ ρ

for all y ∈ R with ‖y − x0‖ < δ. Hence, taking ε < δ we have that

|fε (x0)− f (x0) | ≤
∫
B(x0,ε)

ϕε (x0 − y) |f (y)− f (x0) | dy

≤ ρ
∫
B(x0,ε)

ϕε (x0 − y) dy = ρ,

which proves that fε (x0)→ f (x0) as ε→ 0+.
Step 2: Assume that f is continuous in E◦. Let K ⊂ E◦ be a compact set.

For any fixed
0 < η < dist (K, ∂E)

let
Kη :=

{
x ∈ RN : dist (x,K) ≤ η

}
.

so that Kη ⊂ E◦. Since Kη is compact and f is uniformly continuous on Kη,
for every ρ > 0 there exists δ = δ (η,K, ρ) > 0 such that

|f (x)− f (y)| ≤ ρ (54)

72



for all x,y ∈ Kη, with ‖x−y‖ ≤ δ. Let 0 < ε < min {δ, η}. Then for all x ∈ K,
we have that B(x, ε) ⊆ Kη and so reasoning as in the first part of the proof

|fε (x)− f (x) | ≤
∫
B(x,ε)

ϕε (x− y) |f (y)− f (x) | dy

≤ ρ
∫
B(x,ε)

ϕε (x− y) dy = ρ,

which shows that
sup
x∈K
|fε (x)− f (x) | ≤ ρ

for all 0 < ε < min {δ, η}.
Wednesday, November 16, 2022

Given a locally integrable function f : RN → R, the (Hardy—Littlewood)
maximal function of f is defined by

M (f) (x) := sup
r>0

1

LN (B(x, r))

∫
B(x,r)

|f | dy

for all x ∈ RN .

Exercise 135 Prove that for every t > 0 the set
{
x ∈ RN : M (f) (x) > t

}
is

open and that M (f) is a Borel function.

Theorem 136 Let f : RN → R be integrable. Then for every t > 0,

LN
({
x ∈ RN : M (f) (x) > t

})
≤ 3N

t

∫
RN
|f | dy. (55)

Lemma 137 (Vitali’s covering) Let F be a finite family of be open balls in
RN . Then there exists a subfamily G of disjoint balls such that⋃

B∈F
B ⊆

⋃
B∈G

3B,

where 3B denotes the ball with the same center of B and three times its radius.

Proof. Let B1 be the ball with largest radius. If all the other balls intersect
B1, we stop and take G = {B1}. Otherwise, let F1 be the subfamily of balls
that do not intersect B1. Let B2 be the ball with largest radius in F1 and add
B2 to G. Inductively, assume that B1, . . . , Bn have been chosen. If every ball
in F intersects one of the balls B1, . . . , Bn, we stop. Otherwise, let Fn be the
subfamily of balls that do not intersect B1, . . . , Bn. Let Bn+1 be the ball with
largest radius in Fn and add Bn+1 to G. Since F has finitely many elements.
this process stop.
Hence, we constructed a subfamily G of disjoint balls with the property that

every ball in F intersects one ball in G.
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Let x ∈
⋃
B∈F B. Then there exists B = B(x0, r0) ∈ F such that x ∈ B. If

B belongs to G, we are done. Otherwise, B(x0, r0) had been discarded at some
point. This means that there exists B(x1, r1) ∈ G be such that B(x0, r0) ∩
B(x1, r1) 6= ∅ and r1 ≥ r0. Let y ∈ B(x0, r0) ∩B(x1, r1). Since x ∈ B,

‖x− x1‖ ≤ ‖x− x0‖+ ‖x0 − y‖+ ‖y − x1‖ < r0 + r0 + r1 ≤ 3r1.

Thus, x ∈ B(x1, 3r1).

Remark 138 In the previous lemma, we could have used closed balls.

We prove the theorem.
Proof. Let

Et :=
{
x ∈ RN : M (f) (x) > t

}
and let K ⊆ Et be a compact set. By the definition of M (f), for every x ∈ K
we can find a ball B (x, rx), with rx > 0, such that

1

LN (B(x, rx))

∫
B(x,rx)

|f | dy > t. (56)

Since K ⊂
⋃
x∈K B (x, rx) (note that we are using the open balls), by compact-

ness we can find a finite number of balls such that K ⊂
⋃n
i=1B (xi, rxi).

By the Vitali’s covering lemma, we can find ` disjoint balls B (yk, Rk) such
that

K ⊂
n⋃
i=1

B (xi, rxi) ⊆
⋃̀
k=1

B (yk, 3Rk) .

Hence, by (56) and the fact that the balls B (yk, Rk) are disjoint,

LN (K) ≤
∑̀
n=1

LN (B(yk, 3Rk)) = 3N
∑̀
n=1

LN (B(yk, Rk)) ≤ 3N
∑̀
n=1

1

t

∫
B(yk,Rk)

|f | dy

=
3N

t

∫
⋃
k B(yk,Rk)

|f | dy ≤ 3N

t

∫
RN
|f | dy.

By your homework Et can be written as

Et =

∞⋃
j=1

Kj ∪ F,

where Kj ⊆ Kj+1 are compact and LN (F ) = 0. By applying the previous
inequality to Kj , we obtain that

LN (Kj) ≤
3N

t

∫
RN
|f | dy.

Letting j →∞ we get

LN (Et) = lim
j→∞

LN (Kj) ≤
3N

t

∫
RN
|f | dy.
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Exercise 139 Let f : RN → R be a Lebesgue integrable function. Prove that
for every ε > 0 there exists g ∈ Cc

(
RN
)
such that∫

RN
|f − g| dy ≤ ε.

Theorem 140 (Lebesgue density theorem) Let f : RN → R be integrable.
Then there exists a Borel set E0 ⊂ RN , with LN (E0) = 0, such that for every
x ∈ RN \ E0,

lim
r→0+

1

LN (B(x, r))

∫
B(x,r)

|f (y)− f (x)| dy = 0. (57)

In particular,

lim
r→0+

1

LN (B(x, r))

∫
B(x,r)

f (y) dy = f (x) (58)

for every x ∈ RN \ E0.

Proof. Given ε > 0, by the previous exercise, we may find a function g ∈
Cc
(
RN
)
such that ∫

RN
|f − g| dy ≤ ε.

Note that g depends on ε. Since g is continuous, for every x ∈ RN we have that

lim
r→0+

1

LN (B(x, r))

∫
B(x,r)

|g (y)− g (x)| dy = 0. (59)

Indeed, given η > 0 there exists δ = δ (η) ∈ (0, 1) such that

|g (x)− g (y)| ≤ η

for all y ∈ RN with ‖x− y‖ ≤ δ. Hence, for 0 < r ≤ δ,

1

LN (B(x, r))

∫
B(x,r)

|g (y)− g (x)| dy ≤ 1

LN (B(x, r))

∫
B(x,r)

η dy = η.

For every x ∈ RN , we have

1

LN (B(x, r))

∫
B(x,r)

|f (y)− f (x)| dy ≤ 1

LN (B(x, r))

∫
B(x,r)

|f (y)− g (y)| dy

+
1

LN (B(x, r))

∫
B(x,r)

|g (y)− g (x)| dy + |g (x)− f (x)|

≤ M (f − g) (x) +
1

LN (B(x, r))

∫
B(x,r)

|g (y)− g (x)| dy + |g (x)− f (x)|

Using (59), we have

lim sup
r→0+

1

LN (B(x, r))

∫
B(x,r)

|f (y)− f (x)| dy ≤ M (f − g) (x)+0+|g (x)− f (x)| .
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For every t > 0, define

Gt :=

{
x ∈ RN : lim sup

r→0+

1

LN (B(x, r))

∫
B(x,r)

|f (y)− f (x)| dy > t

}
,

Et,ε :=
{
x ∈ RN : M (f − g) (x) > t

}
,

Ft,ε :=
{
x ∈ RN : |g (x)− f (x)| > t

}
.

Then by the previous inequality, if x ∈ G2t, we have

2t < lim sup
r→0+

1

LN (B(x, r))

∫
B(x,r)

|f (y)− f (x)| dy ≤ M (f − g) (x)+|g (x)− f (x)| ,

which implies that M (f − g) (x) > t or |g (x)− f (x)| > t. This shows that
G2t ⊆ Et,ε ∪ Ft,ε.

By (55),

LN (Et,ε) ≤
3N

t

∫
RN
|f − g| dy ≤ 3Nε

t
,

while

LN (Ft,ε) ≤
1

t

∫
RN
|f − g| dy ≤ ε

t
.

Hence,

LN (G2t) ≤ LN (Et,ε) + LN (Ft,ε) ≤
(
3N + 1

)
ε

t
.

Since G2t does not depend on ε > 0, we can let ε→ 0+ in the previous inequality
to conclude that LN (G2t) = 0 for all t > 0. Let

E0 :=

∞⋃
n=1

G 1
n
.

Then LN (E0) = 0 and if x ∈ RN \ E0, then

lim sup
r→0+

1

LN (B(x, r))

∫
B(x,r)

|f (y)− f (x)| dy ≤ 1

n

for every n, that is,

lim sup
r→0+

1

LN (B(x, r))

∫
B(x,r)

|f (y)− f (x)| dy = 0,

which implies that (57) holds.

Exercise 141 Prove that the theorem continues to hold if f is assumed to be
locally integrable, that is, integrable on compact sets.

A point x ∈ RN for which (57) holds is called a Lebesgue point of f .
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Corollary 142 Let f : RN → R be integrable and let fε be the mollification of
f . Then fε(x)→ f(x) as ε→ 0+ at every Lebesgue point x ∈ RN of f .

Proof. Let x0 ∈ RN be a Lebesgue point of f . By (53)

|fε (x0)− f (x0) | ≤
∫
B(x0,ε)

ϕε (x0 − y) |f (y)− f (x0) | dy

=
1

εN

∫
B(x0,ε)

ϕ

(
(x0 − y)

ε

)
|f (y)− f (x0) | dy

≤ supRN |ϕ|
εN

∫
B(x0,ε)

|f (y)− f (x0) | dy

=
αN supRN |ϕ|
LN (B(x0, ε))

∫
B(x0,ε)

|f (y)− f (x0) | dy → 0

as ε→ 0. Here, αN is the measure of the unit ball.
Friday, November 16, 2022

Remark 143 If x ∈ RN \E0, then given a family of Lebesgue measurable sets
{Ex,r}r>0 such that Ex,r ⊆ B (x, r) and

LN (Ex,r) ≥ αLN (B (x, r))

for some constant α > 0 independent of r > 0, we have that

lim sup
r→0+

1

LN (Ex,r)

∫
Ex,r

|f (y)− f (x)| dy

≤ lim sup
r→0+

1

LN (Ex,r)

∫
B(x,r)

|f (y)− f (x)| dy

≤ 1

α
lim
r→0+

1

LN (B (x, r))

∫
B(x,r)

|f (y)− f (x)| dy = 0.

Note that the sets Ex,r need not contain x.

Lebesgue’s density theorem allows us to give a different proof of Theorem
84.

Corollary 144 Let g : [a, b]→ R be Lebesgue integrable and

f(x) =

∫ x

a

g(t) dt, x ∈ [a, b].

Then for L1-a.e. x ∈ [a, b] the function f is differentiable and f ′(x) = g(x).

Proof. Extend g to be zero outside [a, b]. By Lebesgue’s density theorem, for
L1-a.e. x ∈ R,

lim
r→0+

1

2r

∫ x+r

x−r
|g(y)− g(x)| dy = 0.
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In view of the previous remark, for every Lebesgue point x ∈ R of g,

lim
r→0+

1

r

∫ x+r

x

|g(y)− g(x)| dy = 0,

lim
r→0+

1

r

∫ x

x−r
|g(y)− g(x)| dy = 0.

In turn,

lim
r→0+

f(x+ r)− f(x)

r
= lim
r→0+

1

r

∫ x+r

x

g(y) dy = g(x),

lim
r→0+

f(x)− f(x− r)
r

= lim
r→0+

∫ x

x−r
g(y) dy = g(x).

Hence, f is differentiable at x and f ′(x) = g(x).
An important application of the theory of mollifiers is the existence of smooth

partitions of unity.

Theorem 145 (Smooth partition of unity) Let U ⊆ RN be an open set
and let {Vα}α∈Λ be an open cover of U . Then there exists a sequence {ψn}n of
nonnegative functions in in C∞c

(
RN
)
such that

(i) each ψn has support in some Vα ∩ U ;

(ii)
∞∑
n=1

ψn (x) = 1 for all x ∈ U ;

(iii) for every compact set K ⊂ U there exists an integer ` ∈ N and an open
set V , with K ⊂ V ⊆ U , such that

∑̀
n=1

ψn (x) = 1

for all x ∈ V .

Proof. Let S be a countable dense set in U , for example, S := {x ∈ QN ∩ U},
and consider the countable family F of closed balls

F := {B (x, r) : r ∈ (0, 1) ∩Q, x ∈ S, B (x, r) ⊂ Vα ∩ U for some α ∈ Λ}.

Since F is countable we may write F = {B (xn, rn) : n ∈ N}. We claim that

U =

∞⋃
n=1

B
(
xn,

rn
2

)
. (60)

Indeed, given x ∈ U , since {Vα}α∈Λ is an open cover of U , we can find Vβ
such that x ∈ Vβ . Since Vβ ∩ U is open, there exists 0 < r < 1 such that
B (x, r) ⊆ Vβ ∩ U . By the density of Q in R there exist y ∈ QN such that
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‖x− y‖ < r
8 and q ∈ Q such that

6r
8 < q < 7r

8 . Then B (y, q) ⊂ B (x, r), since
if z ∈ B (y, q), then

‖z − x‖ ≤ ‖z − y‖+ ‖x− y‖ < q +
r

8
<

7r

8
+
r

8
= r.

Hence, B (y, q) ∈ F . Moreover, ‖x − y‖ < r
8 < q

2 and so x ∈ B
(
y, q2

)
. This

shows that U ⊆
∞⋃
n=1

B
(
xn,

rn
2

)
. The other inclusion follows from the fact that

each ball in F is contained in U .
For each n ∈ N consider

φn := ϕ rn
4
∗ χB(xn, 34 rn),

where ϕ rn
4
are standard mollifiers (with ε := rn

4 ). By Theorem 132 φn ∈
C∞

(
RN
)
. Moreover, if x ∈ B

(
xn,

rn
2

)
, then

φn (x) =

∫
RN

ϕ rn
4

(x− y) χB(xn, 34 rn) (y) dy

=

∫
B(x, rn4 )

ϕ rn
4

(x− y)χB(xn, 34 rn) (y) dy

=

∫
B(x, rn4 )

ϕ rn
4

(x− y) dy = 1,

where we have used (51) and the fact that if x ∈ B
(
xn,

rn
2

)
, then B

(
x, rn4

)
⊂

B
(
xn,

3
4rn
)
. Since 0 ≤ χB(xn, 34 rn) ≤ 1 a similar calculation shows that 0 ≤

φn ≤ 1. On the other hand, if x /∈ B (xn, rn), then

φn (x) =

∫
RN

ϕ rn
4

(x− y)χB(xn, 34 rn) (y) dy

=

∫
B(x, rn4 )

ϕ rn
4

(x− y)χB(xn, 34 rn) (y) dy = 0,

where we have used the fact that if x /∈ B (xn, rn), thenB
(
x, rn4

)
∩B

(
xn,

3
4rn
)

=

∅. In particular, φn ∈ C∞c
(
RN
)
and suppφn ⊂ B (xn, rn). Note that in view

of the definition of F , suppφn ⊂ Vα ∩ U for some α ∈ Λ.
Monday, November 22, 2022

Proof. Define ψ1 := φ1 and

ψn := (1− φ1) · · · (1− φn−1)φn (61)

for n ≥ 2, n ∈ N. Since 0 ≤ φk ≤ 1 and and suppφk ⊂ B (xk, rk) for all k ∈ N
we have that 0 ≤ ψn ≤ 1 and suppψn ⊂ B (xn, rn). This gives (i). To prove
(ii) we prove by induction that

ψ1 + · · ·+ ψn = 1− (1− φ1) · · · (1− φn) (62)
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for all n ∈ N. The relation (62) is true for n = 1, since ψ1 := φ1. Assume that
(62) holds for n, then by (61)

ψ1 + · · ·+ ψn + ψn+1 = 1− (1− φ1) · · · (1− φn) + ψn+1

= 1− (1− φ1) · · · (1− φn) + (1− φ1) · · · (1− φn)φn+1

= 1− (1− φ1) · · · (1− φn+1) .

Hence (62) holds for all n ∈ N.
Since φk = 1 in B

(
xk,

rk
2

)
for all k ∈ N it follows that from (62) that

ψ1 (x) + · · ·+ ψn (x) = 1 for all x ∈
n⋃
k=1

B
(
xk,

rk
2

)
. (63)

Thus, in view of (60) property (ii) holds.
Finally, if K ⊂ U is compact, again by (60), we may find ` ∈ N so large that

⋃̀
k=1

B
(
xk,

rk
2

)
⊃ K

and so (iii) follows by (63).

12 Divergence Theorem

Given i ∈ {1, . . . , N} and x ∈ RN let xi ∈ RN−1 be the vector obtained
from x by removing the i-th component xi of x. With an abuse of notation
we write x = (xi, xi) ∈ RN−1 × R. When i = N we use the usual notation
x = (x′, xN ) ∈ RN−1 × R.

Definition 146 Given an open set U ⊆ RN we say that its boundary ∂U is of
class Cm, m ∈ N if for every x0 ∈ ∂U there exist i ∈ {1, . . . , N}, r > 0, and
a function h : RN−1 → R of class Cm such that, writing x = (xi, xi), we have
either

U ∩B (x0, r) := {x ∈ B (x0, r) : h (xi) < xi}

or
U ∩B (x0, r) := {x ∈ B (x0, r) : h (xi) > xi} .

Note that i, h, and r depend on x0. If ∂U is of class Cm for m ∈ N, then
∂U is an (N − 1)-dimensional surface of class Cm. Also, instead of balls we can
use cubes. Note that T∂U (x) is given by the N − 1 dimensional vector space
given by ker∇g, where g(x) = xi − h(xi).

Definition 147 Given an open set U ⊆ RN with boundary of class Cm, m ∈ N,
a unit normal vector ν to ∂U at x0 is called a unit outward normal to U at
x0 if there exists δ > 0 such that x0 − tν ∈ U and x0 + tν ∈ RN \ U for all
0 < t < δ.
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We are ready to prove the divergence theorem.

Theorem 148 (Divergence Theorem) Let U ⊂ RN be an open, bounded set
with boundary of class C1 and let f : U → RN be such that f is continuous in
U and there exist the partial derivatives of f in RN at all x ∈ U and they are
continuous and bounded. Then∫

U

div f (x) dx =

∫
∂U

f · ν dHN−1,

where

div f :=

N∑
i=1

∂fi
∂xi

.

Remark 149 In physics
∫
∂U
f (x) · ν (x) dHN−1 (x) represents the outward

flux of a vector field f across the boundary of a region U .

Corollary 150 (Integration by Parts) Let U ⊂ RN be an open, bounded,
set with boundary of class C1 and let f : U → R and g : U → R be such that f
and g are continuous in U and there exist the partial derivatives of f and g in R
at all x ∈ U and they are continuous and bounded. Then for every i = 1, . . . , N ,∫

U

f (x)
∂g

∂xi
(x) dx = −

∫
U

g (x)
∂f

∂xi
(x) dx+

∫
∂U

fgνi dHN−1.

Proof. Fix i ∈ {1, . . . , N}. We apply the divergence theorem to the function
f : U → RN defined by

fj (x) :=

{
f (x) g (x) if j = i,
0 if j 6= i.

Then

div f =

N∑
j=1

∂fj
∂xj

=
∂ (fg)

∂xi
= f

∂g

∂xi
+ g

∂f

∂xi
,

and so∫
U

(
f
∂g

∂xi
+ g

∂f

∂xi

)
dx =

∫
U

div f dx =

∫
∂U

f · ν dHN−1 =

∫
∂U

fgνi dHN−1.

If E ⊆ RN and f : E → RN is differentiable, then f is called a divergence-
free field or solenoidal field if

div f = 0.

Thus for a smooth solenoidal field, the outward flux across the boundary of a
regular set U is zero. Examples of solenoidal fields are the magnetic field in
Maxwell’s equations, the velocity of an incompressible fluid, the vorticity.

Monday, November 28, 2022
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Exercise 151 Calculate the outward flux of the function

f (x, y, z) := (0, yz, x)

across the boundary of the region

U :=
{

(x, y, z) ∈ R3 : x2 + y2 < z2, x2 + y2 + z2 < 2y, z > 0
}
.

Definition 152 Given an open set U ⊆ RN and an integer m ∈ N, we say that
a function f : U → R is of class Cm

(
U
)
if f can be extended to a function of

class Cm (V ), where V is an open set containing U .

Lemma 153 Let R := (a1, b1)×· · ·× (aN , bN ) and f : R→ RN be such that f
is continuous in R and there exist the partial derivatives of f at all x ∈ R and
they are continuous and bounded. Then∫

R

div f (x) dx =

∫
∂R

f · ν dHN−1,

Proof. Given k ∈ {1, . . . , N} write Rk := Πi 6=k (ai, bi) ⊂ RN−1 and x =
(xk, xk), where xk ∈ RN−1 is the vector obtained by removing the k-th compo-
nent from x. Then by Fubini’s theorem,∫

R

∂fk
∂xk

(x) dx =

∫
Rk

(∫ bk

ak

∂fk
∂xk

(xk, xk) dxk

)
dxk

=

∫
Rk

(fk (xk, bk)− fk (xk, ak)) dxk

=

∫
Rk

f (xk, bk) · ek dxk +

∫
Rk

f (xk, ak) · (−ek) dxk

=

∫
Rk×{bk}

f · ν dHN−1 +

∫
Rk×{ak}

f · ν dHN−1,

where in the third equality we have used the fundamental theorem of calculus
applied to the function of one variable xk ∈ [ak, bk] 7→ fk (xk, xk) with xk fixed,
and in the last equality we have used formula (47). Summing the resulting
identities gives the desired result.

Lemma 154 Let

U := {(x′, xN ) ∈ RN × R : h (x′) < xN < bN} ,

where RN = (a1, b1) × · · · × (aN−1, bN−1), h : RN → R is of class C1 and
maxRN h < bN and let f : U → RN be such that f is continuous in U and
there exist the partial derivatives of f at all x ∈ U and they are continuous and
bounded. Assume that there exists an open set V containing ∂U \ graphh such
that f = 0 in U ∩ V . Then∫

U

div f (x) dx =

∫
Grh

f · ν dHN−1,
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Proof. Since maxRN h < bN and there exists an open set V containing ∂U \
graphh such that f = 0 in U ∩ V , we have that f = 0 in RN × (bN − δ, bN ).
Hence, if we define f(x) = 0 for xN > bN , we have that f is continuous in the
closed set {

(x′, xN ) ∈ RN × R : h (x′) ≤ xN <∞
}

(64)

and the partial derivatives are continuous and bounded in the open set

{(x′, xN ) ∈ RN × R : −∞ < xN < h(x′)} . (65)

Since a chart for graphh a chart is given by ϕ(x′) = (x′, h(x′)), by Theorem
121, a basis for the tangent space is given by ∂ϕ

∂x1
(x′), . . . , ∂ϕ

∂xN−1
(x′). Note that

∂ϕ

∂xi
(x′) =

(
e′i,

∂h

∂xi
(x′)

)
and so a vector orthogonal to all ∂ϕ

∂xi
(x′), i = 1, . . . , N − 1, is (∇h(x′),−1).

Hence, the unit normal is

± (∇h(x′),−1)√
1 + ‖∇h (x′)‖2N−1

.

Assume that the domain is of the the type (64). Then,

∫
∂U

f · ν dHN−1 =

∫
Grh

f · ν dHN−1 =

∫
RN

f (x′, h (x′)) · (∇h (x′) ,−1)

√
1 + ‖∇h (x′)‖2N−1√
1 + ‖∇h (x′)‖2N−1

dx′

= −
∫
RN

fN (x′, h (x′)) dx′ +

N−1∑
i=1

∫
RN

fi (x′, h (x′))
∂h

∂xi
(x′) dx′.

Wednesday, November 30, 2022
Proof. The change of variables

yN := xN − h (x′) , y′ := x′

maps the set U into the set

W := {(y′, yN ) ∈ RN × R : 0 < yN < bN − h (y′)} .

Let R := RN × (0, cN ), where cN > bN + maxRN h, and consider the function

g (y) := f (y′, yN + h (y′))
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By the chain rule, if y ∈W ,

div g (y) =
∂fN
∂xN

(y′, yN + h (y′))

+

N−1∑
i=1

(
∂fi
∂xN

(y′, yN + h (y′))
∂h

∂yi
(y′) +

∂fi
∂xi

(y′, yN + h (y′))

)

= div f (y′, yN + h (y′)) +

N−1∑
i=1

∂fi
∂xN

(y′, yN + h (y′))
∂h

∂yi
(y′) .

By Step 1 applied to g in the set R,∫
W

div g (y) dy =

∫
R

div g (y) dy =

∫
∂R

g (y)·ν (y) dHN−1 (y) = −
∫
RN

gN (y′, 0) dy′.

(66)
Hence, we can rewrite (66) as∫

W

div f (y′, yN + h (y′)) dy = −
∫
RN

fN (y′, h (y′)) dy′

−
N−1∑
i=1

∫
W

∂fi
∂xN

(y′, yN + h (y′))
∂h

∂yi
(y′) dy.

Consider the change of variables

k : RN → RN ,
y 7→ (y′, yN + h (y′)) .

Note that k is invertible, with inverse given by

k−1 : RN → RN

x 7→ (x′, xN − h (x′)) .

Moreover, we have

Jk (y) =

 IN−1

0
...
0

− ∂h
∂y2

(y′) · · · − ∂h
∂yN

(y′) 1

 ,

which implies that det Jk (y) = 1. Hence, by changing variables (see Theorem
??),∫

U

div f (x) dx = −
N−1∑
i=1

∫
U

∂fi
∂xN

(x)
∂h

∂xi
(x′) dx−

∫
RN

fN (x′, h (x′)) dx′.
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By the fundamental theorem of calculus,∫
U

∂fi
∂xN

(x)
∂h

∂xi
(x′) dx =

∫
RN

(∫ bN

h(x′)

∂fi
∂xN

(x′, xN ) dxN

)
∂h

∂xi
(x′) dx′

=

∫
RN

(fi (x′, bN )− fi (x′, h (x′)))
∂h

∂xi
(x′) dx′

=

∫
RN

(0− fi (x′, h (x′)))
∂h

∂xi
(x′) dx,

and so∫
U

div f (x) dx = −
∫
RN

fN (x′, h (x′)) dx′ +

N−1∑
i=1

∫
RN

fi (x′, h (x′))
∂h

∂xi
(x′) dx′

=

∫
∂U

f · ν dHN−1 (x) ,

where in the last equality we have used formula (47). This concludes the proof
in this case.

Friday, December 2, 2022
We turn to the proof of the divergence theorem

Proof. By Definition 146 for every x0 ∈ ∂U there exist i ∈ {1, . . . , N}, Rx0 > 0,
and a function hx0 : RN−1 → R of class C1 such that

U ∩B (x0, Rx0) := {x ∈ B (x0, Rx0) : hx0 (xi) < xi} (67)

or
U ∩B (x0, Rx0) := {x ∈ B (x0, Rx0) : hx0 (xi) > xi} (68)

By continuity, find 0 < rx0 <
Rx0√
N−1

such that

|hx0 (xi)− hx0 (x0,i) | <
Rx0

4
(69)

for all xi ∈ BN−1(x0,i, rx0). On the other hand, if x ∈ U , which is open, then
there exists B (x, rx) ⊆ U .
Since U ⊆

⋃
x∈U B (x, rx/2), by compactness, we can find finitely many

balls that cover U . Let ψ1, . . . , ψn be a partition of unity subordinated to the
family of open balls B

(
x1, r1/2

)
, . . . , B (xn, rn/2). For every k = 1, . . . , n, if

B
(
xk, rk

)
⊆ U , we consider the rectangle T of side-length rxk centered at x

k.
Since T ⊂ B

(
xk, rxk

)
and the function ψkf has compact support contained in

B
(
xk, rk/2

)
, it is zero in T \ B

(
xk, rk/2

)
. Thus we can apply Step 1 to ψkf

in T to conclude that∫
U

div (ψkf) dx =

∫
T

div (ψkf) dx=

∫
∂T

ψkf · ν dHN−1 = 0 (70)

since ψkf = 0 on ∂T .
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On the other hand, if U ∩ B
(
xk, Rk

)
is of the form (67) or (68), using the

notation x = (xi, xi) and xk = (xki , hk
(
xki
)
), define the rectangle

T =

(
xki +

(
−rk

2
,
rk
2

)N−1
)
×
(
hk
(
xki
)
− Rk

2
, hk

(
xki
)

+
Rk
2

)
.

Note that T ⊆ B
(
xk, Rk

)
since if x ∈ T , then

‖x−xk‖2 =
∑
j 6=i

(xj−xkj )2+(xi−hk
(
xki
)
)2 < (N−1)

r2
k

4
+
R2
k

4
<
R2
k

4
+
R2
k

4
< R2

k.

Thus, by (67),

U ∩ T :=

{
x : xi ∈ xki +

(
−rk

2
,
rk
2

)N−1

, hk (xi) < xi < hk
(
xki
)

+
Rk
2

}
or

U ∩ T :=

{
x : xi ∈ xki +

(
−rk

2
,
rk
2

)N−1

, hk (xi)−
Rk
2
< xi < hk

(
xki
)}

Moreover, if xi ∈ xki +
(
− rk2 ,

rk
2

)N−1
, then by (69), hk (xi) ≤ hk

(
xki
)

+
Rk
4 < hk

(
xki
)

+ Rk
2 . Since the function ψkf has compact support contained

in B
(
xk, rk/2

)
, it is zero on an open set that contains in ∂T \ graphhk. Thus,

we can apply Lemma 154 to conclude that∫
U

div (ψkf) dx=

∫
T

div (ψkf) dx =

∫
Txk

(graphhxk )

ψkf · ν dHN−1 (71)

=

∫
∂U

ψkf · ν dHN−1,

where we have used the fact that ψkf is zero outside B (xk, rxk/2). Summing
(70) and (71) over k and using the fact that

∑n
k=1 ψk = 1 in U , we have∫

U

div f dx =

∫
U

div

(
n∑
k=1

ψkf

)
dx =

n∑
k=1

∫
U

div (ψkf) dx

=

n∑
k=1

∫
∂U

ψkf · ν dHN−1 =

∫
∂U

n∑
k=1

ψkf · ν dHN−1 =

∫
∂U

f · ν dHN−1,

which is what we wanted.
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13 Conservative and Irrotational Vector Fields

Definition 155 Given two intervals I, J ⊆ R, and two functions ϕ : I → RN
and ψ : J → RN of class Ck, k ∈ N0, we say that they are equivalent if there
exists a bijective function h : I → J with h and h−1 of class Ck such that

ϕ (t) = ψ (h (t))
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for all t ∈ I. We write ϕ ∼ ψ and we call ϕ and ψ parametric representations
of class Ck and the function h a parameter change of class Ck. A curve γ of
class Ck is an equivalence class of parametric representations of class Ck, that
is, [ϕ] := {ψ : ψ ∼ f}. The set Σ = ϕ (I) is called the range of the curve.

Definition 156 A curve γ of class Ck is closed if it has a parametric repre-
sentation ϕ : [a, b]→ RN with ϕ(a) = ϕ(b).

Similarly we can define C∞ curves, Lipschitz curves, analytic curves, and so
on.

Remark 157 Note that given a curve γ of class Ck with parametric represen-
tation ϕ : I → RN , the function ϕ : I → RN is not in general a local chart for
a one-dimensional manifold, since we are not assuming that ϕ is injective or
that ϕ′(t) 6= 0 for every t ∈ I. In particular, a curve could self intersects but a
one-dimensional manifold cannot.

Next we introduce the notion of an oriented curve.

Definition 158 Given a curve γ in RN of class Ck, k ∈ N0, with parametric
representations ϕ : I → RN and ψ : J → RN , we say that ϕ and ψ have the
same orientation if the parameter change h : I → J is increasing and opposite
orientation if the parameter change h : I → J is decreasing. If ϕ and ψ have
the same orientation, we write ϕ ∗∼ ψ.

Exercise 159 Prove that ∗∼ is an equivalence relation.

Definition 160 An oriented curve γ in RN of class Ck, k ∈ N0, is an equiva-
lence class of parametric representations with the same orientation.

Note that any curve γ in RN gives rise to two oriented curves. Indeed, it
is enough to fix a parametric representation ϕ : I → RN and considering the
equivalence class γ+ of parametric representations with the same orientation of
ϕ and the equivalence class γ− of parametric representations with the opposite
orientation of ϕ.

Definition 161 Given a Lipschitz continuous oriented curve γ in RN and a
function g : E → RN , where E contains the range of γ, we define the curve (or
line) integral of g along the curve γ as the number∫

γ

g :=

∫
I

g (ϕ(t)) ·ϕ′(t) dt.

provided the function t ∈ I 7→ g (ϕ(t)) · ϕ′(t) is Lebesgue integrable for every
parametric representation ϕ : I → RN of γ and the value of the integral does
not change with the representation.
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Exercise 162 Let γ be an oriented Lipschitz continuous curve in RN with para-
metric representations ϕ : [a, b]→ RN and ψ : [c, d]→ RN . Given a continuous
function g : E → RN , where E contains the range of γ, prove that∫ b

a

g (ϕ(t)) ·ϕ′(t) dt =

∫ d

c

g (ψ (τ)) ·ψ′ (τ) dτ.

Also, a result analogous to Proposition ?? continues to hold for this type of
line integral.

Proposition 163 Let γ be an oriented Lipschitz continuous curve and f , g :
E → RN , where E contains the range of γ. Then

(i) if
∫
γ
f and

∫
γ
g are well defined, then for all a, b ∈ R,∫

γ

(af + bg) = a

∫
γ

f + b

∫
γ

g,

(ii) If
∫
γ
f is well defined and ϕ : I → RN is a parametric representation of

γ, then

∣∣∣∣∫
γ

f

∣∣∣∣ ≤ VarI ϕ supΣ ‖f‖, where Σ is the range of γ,

(iii) If
∫
γ
f is well defined, ϕ : I → RN is a parametric representation of γ, c ∈

I◦, and γ1 and γ2 are the oriented curves of parametric representations
ϕ1 : I ∩ (−∞, c]→ RN and ϕ2 : I ∩ [c,∞)→ RN , then∫

γ

f =

∫
γ1

f +

∫
γ2

f .

Definition 164 Let U ⊆ RN be an open set and let g : U → RN . We say that
g is conservative vector field if there exists a differentiable function f : U → R
such that

∇f (x) = g (x)

for all x ∈ U . The function f is called a scalar potential for g.

Wednesday, December 7, 2022

Theorem 165 (Fundamental Theorem of Calculus for Curves) Let U ⊆
RN be an open set, let f ∈ C1 (U), let x, y ∈ U and let γ a Lipschitz oriented
curve with parametric representation ϕ : [a, b] → RN such that ϕ (b) = x,
ϕ (a) = y, and ϕ ([a, b]) ⊂ U . Then∫

γ

∇f = f (x)− f (y) .
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Proof. Define p(t) := f (ϕ(t)) and observe that p is Lipschitz with

p′(t) =

N∑
i=1

∂f

∂xi
(ϕ(t))ϕ′i(t)

for L1 a.e. t ∈ [a, b]. Hence,∫
γ

∇f =

∫ b

a

N∑
i=1

∂f

∂xi
(ϕ(t))ϕ′i(t) dt =

∫ b

a

p′(t) dt = p (b)− p (a) = f (x)− f (y) ,

where we have used the fundamental theorem of calculus for Lebesgue integral.

The previous theorem shows that if a conservative vector field is continuous,
then its integral along a curve joining two points depends only on the value at
the two points and not on the particular curve. If U is patwise connected, then
this condition turns out to be equivalent to the vector field being conservative.

Definition 166 A set E ⊆ RN is pathwise connected if for every x,y ∈ E
there exists a continuous curve with range in E joining x with y, that is, γ = [ϕ],
and ϕ : [a, b]→ RN is such that ϕ (b) = x, ϕ (a) = y.

Exercise 167 Prove that if U ⊆ RN is open and pathwise connected, then for
every x,y ∈ E there exists a polygonal path with range in U joining x with y.

Theorem 168 Let U ⊆ RN be an open pathwise connected set and let g : U →
RN be a continuous function. Then the following conditions are equivalent.

(i) g is a conservative vector field,

(ii) for every x, y ∈ U and for every two Lipschitz oriented curves γ1 and γ2

with parametric representations ϕ1 : [a, b] → RN and ϕ2 : [c, d] → RN ,
respectively, such that ϕ1 (b) = ϕ2 (d) = x, ϕ1 (a) = ϕ2 (c) = y, and
ϕ1 ([a, b]) ,ϕ2 ([c, d]) ⊂ U , ∫

γ1

g =

∫
γ2

g.

(iii) for every Lipschitz closed oriented curve γ with range contained in U ,∫
γ

g = 0.

Proof. We prove that (i) implies (ii). Assume that g is a conservative vector
field with scalar potential f : U → R, let x, y ∈ U and let ϕ1 : [a, b]→ RN and
ϕ2 : [c, d]→ RN be as in (ii). Then by the previous theorem∫

γ1

g =

∫
γ1

∇f = f (x)− f (y) =

∫
γ2

∇f =

∫
γ2

g.
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Conversely assume that (ii) holds. We need to find a scalar potential for g. Fix
a point x0 ∈ U and for every x ∈ U define

f (x) :=

∫
γ

g,

where γ a Lipschitz continuous oriented curve with parametric representation
ϕ : [a, b] → RN such that ϕ (b) = x, ϕ (a) = x0, and ϕ ([a, b]) ⊂ U . We claim
that there exist

∂f

∂xi
(x) = gi (x) .

Since U is open and x ∈ U , there exists B (x, r) ⊆ U . Fix |h| < r, then the
segment joining the point x + hei with x is contained in B (x, r). Define the
curve ψ : [a, b+ 1]→ RN as follows

ψ(t) :=

{
ϕ(t) if t ∈ [a, b] ,
x+ (t− b)hei if t ∈ [b, b+ 1] .

Using (ii), we have that

f (x+ hei) =

∫
ψ

g = f (x) +

∫ b+1

b

N∑
j=1

gj (x+ (t− b)hei)hδij dt

= f (x) +

∫ b+1

b

gi (x+ (t− b)hei)h dt =

= f (x) +

∫ h

0

gi (x+ sei) ds,

where in the last equality we have used the change of variable s = (t− b)h. It
follows by the mean value theorem that

f (x+ hei)− f (x)

h
=

1

h

∫ h

0

gi (x+ sei) ds = gi (x+ shei) ,

where sh is between 0 and h. As h→ 0, we have that sh → 0 and so x+shei →
x. Using the continuity of gi, we have that there exists

lim
h→0

f (x+ hei)− f (x)

h
= lim
h→0

gi (x+ shei) = gi (x) ,

which proves the claim.
The equivalence between (ii) and (iii) is left as an exercise.

Remark 169 The previous theorem is used to prove that a vector field is not
conservative. Indeed, if U ⊆ RN is an open pathwise connected set and g : U →
RN is a continuous function, if you can construct a Lipschitz closed oriented
curve γ with range contained in U such that∫

γ

g 6= 0,

then g cannot be conservative.
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Next we give a simple necessary condition for a field g to be conservative.

Definition 170 Let U ⊆ RN be an open set and let g : U → RN be differen-
tiable. We say that g is an irrotational vector field or a curl-free vector field
if

∂gi
∂xj

(x) =
∂gj
∂xi

(x)

for all i, j = 1, . . . , N and all x ∈ U .

Theorem 171 Let U ⊆ RN be an open set and let g : U → RN be a conserva-
tive vector field of class C1. Then g is irrotational.

Proof. Since g is a conservative vector field, there exists a a scalar potential
f : U → R with ∇f = g in U . But since g is of class C1, we have that f is of
class C2. Hence, we are in a position to apply the Schwartz theorem to conclude
that

∂gi
∂xj

(x) =
∂2f

∂xj∂xi
(x) =

∂2f

∂xi∂xj
(x) =

∂gj
∂xi

(x)

for all i, j = 1, . . . , N and all x ∈ U .
The next example shows that there exist irrotational vector fields that are

not conservative.

Example 172 Let U := R2 \ {(0, 0)} and consider the function

g (x, y) :=

(
− y

x2 + y2
,

x

x2 + y2

)
.

Then g is irrotational but not conservative. Indeed,

∂

∂y

(
− y

x2 + y2

)
= − x2 − y2

(x2 + y2)
2

∂

∂x

(
x

x2 + y2

)
= − x2 − y2

(x2 + y2)
2

but, taking the oriented curve γ parametrized by ϕ(t) = (cos t, sin t), t ∈ [0, 2π],
we get∫

γ

g =

∫ 2π

0

g (cos t, sin t) · (− sin t, cos t) dt

=

∫ 2π

0

(
− sin t

cos2 t+ sin2 t
,

cos t

cos2 t+ sin2 t

)
· (− sin t, cos t) dt = 2π 6= 0.

Hence, by Theorem 168(iii), g cannot be conservative.

The problem here is the fact that the domain has a hole.
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Definition 173 A set E ⊆ RN is starshaped with respect to a point x0 ∈ RN
if for every x ∈ E, the segment joining x and x0 is contained in E.

Theorem 174 (Poincaré’s Lemma) Let U ⊆ RN be an open set starshaped
with respect to a point x0 and let g : U → RN be an irrotational vector field of
class C1. Then g is a conservative vector field.

Proof. For every x ∈ U define

f (x) :=

∫
γ

g,

where γ is the curve given by the parametric representation ϕ : [0, 1] → RN is
defined by

ϕ(t) := x0 + t (x− x0) .

Note that

f (x) =

∫ 1

0

N∑
j=1

gj (x0 + t (x− x0)) (xj − x0j) dt.

Since g is of class C1 we can differentiate under the integral sign to get

∂f

∂xi
(x) =

∫ 1

0

∂

∂xi

 N∑
j=1

gj (x0 + t (x− x0)) (xj − x0j)

 dt

=

∫ 1

0

 N∑
j=1

∂gj
∂xi

(x0 + t (x− x0)) t (xj − x0j) + gi (x0 + t (x− x0)) 1

 dt

=

∫ 1

0

 N∑
j=1

∂gi
∂xj

(x0 + t (x− x0)) t (xj − x0j) + gi (x0 + t (x− x0)) 1

 dt,

where we have used the fact that g is an irrotational vector field. Define

h(t) := tgi (x0 + t (x− x0)) .

By the chain rule,

h′(t) =

N∑
j=1

∂gi
∂xj

(x0 + t (x− x0)) t (xj − x0j) + gi (x0 + t (x− x0)) .

Hence, by the fundamental theorem of calculus,

∂f

∂xi
(x) =

∫ 1

0

h′(t) dt = h (1)− h (0) = 1gi (x)− 0,

which completes the proof.
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Definition 175 Given a set E ⊆ RN , x, y ∈ E, and two continuous oriented
curves γ1 and γ2 with range in E and parametric representations ϕ1 : [a, b]→
RN and ϕ2 : [a, b] → RN , respectively, such that ϕ1(a) = ϕ2(a) = x and
ϕ1(b) = ϕ2(b) = y, we say that γ1 and γ2 are path homotopic in E if there
exists a continuous function h : [0, 1]× [a, b]→ RN such that h ([0, 1]× [a, b]) ⊆
E,

h (0, t) = ϕ1(t) for all t ∈ [a, b] , h (1, t) = ϕ2(t) for all t ∈ [a, b] ,

h (s, a) = x, h (s, b) = y for all s ∈ [0, 1] .

The function h is called a path-homotopy in E or fixed endpoint homotopy
between the two curves.

Roughly speaking, two curves are path homotopic in E if it is possible to
deform the first continuously until it becomes the second without leaving the set
E.

Definition 176 Given a set E ⊆ RN and x ∈ E, a continuous oriented closed
curve γ1 with range in E and parametric representation ϕ1 : [a, b] → RN such
that ϕ1(a) = ϕ1(b) = x, we say that γ1 is null homotopic in E if it is path ho-
motopic in E to the continuous oriented curves γ2 parametrized by the constant
function ϕ2(t) := x.

Definition 177 A set E ⊆ RN is simply connected if it is pathwise connected
and if every continuous closed curve with range in E is null homotopic in E.

Example 178 A star-shaped set is simply connected. Indeed, let E ⊆ RN be
star-shaped with respect to some point x0 ∈ E and consider a continuous closed
curve γ with parametric representation ϕ : [a, b]→ RN such that ϕ ([a, b]) ⊆ E.
Then the function

h (s, t) := sϕ(t) + (1− s)x0

is an homotopy between γ and the point x0.

Theorem 179 Let U ⊆ RN be an open set, let γ1 and γ2 be two oriented closed
Lipschitz continuous curves which are path homotopic in U and let g : U → RN
be of class C1 and irrotational. Then∫

γ1

g =

∫
γ2

g.

In particular, if U is simply connected, then∫
γ

g = 0

for every Lipschitz continuous closed oriented curve γ with range in U .

93


