
Monday, January 7, 2008

1 Convex Functions on the Real Line

In what follows an interval I � R is any set of R such that if x, y 2 I and x < y,
then [x; y] � I.

De�nition 1 Given an interval I � R, a function f : I ! R is

(i) convex if
f (�x+ (1� �) y) � �f (x) + (1� �) f (y)

for all x, y 2 I and � 2 (0; 1);

(ii) strictly convex if the inequality in (i) is strict whenever x 6= y;

(iii) concave (respectively strictly concave) if �f is convex (respectively strictly
convex).

Geometrically, the inequality in (i) means that if P , Q, and R are any three
points on the graph of f with Q between P , and R, then Q is on or below the
chord PR, or in terms of slopes

slope PQ � slope PR � slope QR; (1)

with strict inequalities if f is strictly convex.

Example 2 (i) The function f : R! [0;1) de�ned by f (x) := jxjp, p > 0,
is convex if and only if p � 1, and is strictly convex if and only if p > 1.
In particular, if x, y � 0, and p � 1, then by the convexity of f ,�

1

2
x+

1

2
y

�p
� 1

2
xp +

1

2
yp;

or equivalently,
(x+ y)

p � 2p�1 (xp + yp) :

(ii) The function f : R! [0;1) de�ned by f (x) :=
p
x2 + 1 is strictly convex.

(iii) The function
f (x) := log x if x > 0

is strictly concave. In particular, if x, y > 0, 1 < p < 1, and q is its
conjugate exponent, then by the concavity of f ,

log (xy) =
1

p
log xp +

1

q
log yq � log

�
1

p
xp +

1

q
xq
�
;

or equivalently,

xy � 1

p
xp +

1

q
yq.

This is known as Young�s inequality. Note that, in view of the strict
concavity of f , equality holds if and only if xp = yq.
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We say that f : R ! R is linear if f (�x+ �y) = �f (x) + �f (y) for all �,
� 2 R and all x, y 2 R. A linear function f takes the form f (x) = mx for all
x 2 R and for some m 2 R. Given an interval I � R, we say that f : I ! R is
a¢ ne if it has the form f (x) = mx+ p for all x 2 I and for some m, p 2 R.

Exercise 3 Given an interval I � R, prove that f : I ! R is a¢ ne if and only
if it is both convex and concave.

1.1 Regularity of Convex Functions

Next we start looking at the regularity of convex functions.

De�nition 4 Let E � R. A function f : E ! R is said to be

(i) Lipschitz continuous if there exists a constant L > 0 such that

jf (x)� f (y)j � L jx� yj

for all x, y 2 E;

(ii) locally Lipschitz continuous if for every compact set K � E if there exists
a constant LK > 0 such that

jf (x)� f (y)j � LK jx� yj

for all x, y 2 K;

(iii) Hölder continuous with exponent 0 < � < 1 if there exists a constant
L > 0 such that

jf (x)� f (y)j � L jx� yj�

for all x, y 2 E.

Exercise 5 The Weierstrass function

f (s) :=
1X
n=1

1

2n
sin 2ns, s 2 R,

satis�es the estimate

jf (s)� f (t)j � C js� tj log 1

js� tj

for all s, t 2 R, with 0 < js� tj < 1, and hence provides an example of a
function that is Hölder continuous of any order � < 1. Prove that f is not
Lipschitz continuous, and actually it is nowhere di¤erentiable (see [?]).

In what follows I� denotes the interior of I.

Theorem 6 Let I � R be an interval and let f : I ! R be convex. Then
f : I� ! R is locally Lipschitz.
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Proof. Step 1: Let [a; b] � I. We begin by proving that f is bounded
in [a; b]. Let M = max ff (a) ; f (b)g. If x 2 [a; b] then we may write x =
�a+ (1� �) b for some � 2 [0; 1], and so by the convexity of f ,
f (x) = f (�a+ (1� �) b) � �f (a) + (1� �) f (b) � �M + (1� �)M =M;

which shows that f is bounded from above. To see that f is also bounded from
below, write x = a+b

2 + t. Then

f

�
a+ b

2

�
= f

�
1

2

�
a+ b

2
+ t

�
+
1

2

�
a+ b

2
� t
��

� 1

2
f

�
a+ b

2
+ t

�
+
1

2
f

�
a+ b

2
� t
�
:

Hence

f (x) = f

�
a+ b

2
+ t

�
� 2f

�
a+ b

2

�
� f

�
a+ b

2
� t
�

� 2f
�
a+ b

2

�
�M =: m;

which shows that f is also bounded from below.
Step 2: Let " > 0 be so small that a� " and b+ " belong to I, and let

M := sup
[a�";b+"]

f; m := inf
[a�";b+"]

f: (2)

If x, y 2 [a; b] and x 6= y, de�ne

z := y + "
y � x
jy � xj :

Then z 2 [a� "; b+ "] and y = �z + (1� �)x, where

� =
jy � xj

"+ jy � xj :

Hence by the convexity of f ,

f (y) = f (�z + (1� �)x) � �f (z) + (1� �) f (x) = � (f (z)� f (x)) + f (x) ;
or, equivalently,

f (y)� f (x) � � (f (z)� f (x)) � � (M �m) = jy � xj
"+ jy � xj (M �m)

� M �m
"

jy � xj :

By interchanging the roles of x and y we obtain

jf (y)� f (x)j � M �m
"

jy � xj ; (3)

which shows that f is locally Lipschitz in the interior of I.

Remark 7 Note that a convex function may not be continuous at the boundary
points of its domain, since it may have upward jumps there.
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Wednesday, January 16, 2008
Next we prove that f is actually di¤erentiable except for at most a countable

number of points. Let I � R be an interval and let f : I ! R be a function. For
x 2 I� we de�ne the left and right derivatives of f at x (whenever they exist)

f 0� (x) := lim
y!x�

f (y)� f (x)
y � x ; f 0+ (x) := lim

y!x+

f (y)� f (x)
y � x :

We have the following result.

Theorem 8 Let I � R be an interval and let f : I ! R be convex (respectively
strictly convex). Then f 0� (x) and f

0
+ (x) exist in R for all x 2 I� and the

functions f 0� and f
0
+ are increasing (respectively strictly increasing).

Proof. Consider four points w < x < y < z in I� with, P , Q, R, S the
corresponding points on the graph of f . By (1),

slope PQ � slope PR � slope QR � slope QS � slope RS; (4)

with strict inequalities if f is strictly convex. Since slope PR �slope QR, we
have that slope QR increases as x % y, while slope RS decreases as z & y.
Thus the left-hand side of the inequality

f (x)� f (y)
x� y � f (z)� f (y)

z � y

increases as x% y and the right-hand side decreases as z & y. Hence we have
proved that f 0� (y) and f

0
+ (y) exist in R and satisfy

f 0� (y) � f 0+ (y) : (5)

Moreover, by (4),

f 0+ (w) �
f (x)� f (w)

x� w � f (y)� f (x)
y � x � f 0� (y) ; (6)

with the second inequality strict if f is strictly convex. Hence also from (5),

f 0� (w) � f 0+ (w) � f 0� (y) � f 0+ (y) ;

which shows that f 0� and f
0
+ are increasing (respectively strictly increasing) in

in I�.

Exercise 9 What can you conclude if one of the endpoints of I belongs to I?

Corollary 10 Let I � R be an open interval and let f : I ! R be convex.
Then f is di¤erentiable except at most on a countable set E � I. Moreover,
f 0 : I n E ! R is continuous.
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Proof. Fix any w 2 I. Then for all w < x < y in I, by (6) (with x and y in
place of w and x) and the monotonicity of f 0+,

f 0+ (w) � f 0+ (x) �
f (y)� f (x)

y � x :

Since f 0+ is increasing and f is continuous in I, letting x& w gives

f 0+ (w) � lim
x!w+

f 0+ (x) � lim
x!w+

f (y)� f (x)
y � x =

f (y)� f (w)
y � w :

Letting y & w yields
lim
x!w+

f 0+ (x) = f 0+ (w) : (7)

Similarly, for all x < y < w in I, by (6),

f (y)� f (x)
y � x � f 0+ (y) � f 0� (w) :

Since f 0+ is increasing and f is continuous in I, letting y % w yields

f (w)� f (x)
w � x = lim

y!w�

f (y)� f (x)
y � x � lim

y!w�
f 0+ (y) � f 0� (w) :

Letting x% w gives
lim
y!w�

f 0+ (y) = f 0� (w) : (8)

It now follows from (7) and (8) that f 0� (w) = f 0+ (w) if and only if f
0
+ is

continuous at w. Thus the set E consists of the discontinuity points of the
increasing function f 0+. This proves that E is countable. Since f

0
+ is continuous

on I n E and f 0 = f 0+ on I n E we have that f 0 : I n E ! R is continuous.

Exercise 11 What can you conclude if one of the endpoints of I belongs to I?

1.2 Characterizations

The previous result leads to the �rst characterization of convex functions.

Theorem 12 Let I � R be an open interval and let f : I ! R be a function.
Then f is convex (respectively strictly convex) if and only if there exists an
increasing (respectively strictly increasing) function g : I ! R such that

f (y)� f (x) =
Z y

x

g (t) dt

for all x < y in I. In particular, if f is convex, then

f (y)� f (x) =
Z y

x

f 0� (t) dt =

Z y

x

f 0+ (t) dt (9)

for all x < y in I.
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Here the integral can be taken either in the sense of Riemann or of Lebesgue.
Proof. Assume �rst that f is convex. Fix any x < y in I and consider any

partition P := fx0; : : : ; xng of [x; y], that is

x = x0 < x1 < : : : < xn = y:

By (6),

f 0+ (xi�1) �
f (xi)� f (xi�1)

xi � xi�1
� f 0� (xi) (10)

for all i = 1; : : : ; n, and since

f (y)� f (x) = f (xn)� f (x0) =
nX
i=1

f (xi)� f (xi�1) ;

we have

nX
i=1

f 0+ (xi�1) (xi � xi�1) � f (y)� f (x) �
nX
i=1

f 0� (xi) (xi � xi�1) :

It follows in particular thatZ y

x

f 0� (t) dt �
Z y

x

f 0+ (t) dt � f (y)� f (x) �
Z y

x

f 0� (t) dt �
Z y

x

f 0+ (t) dt;

where
R y
x
and

R y
x
are the lower and upper Riemann integrals. Since f 0� and f

0
+

are increasing, they are Riemann integrable in [x; y], and so (9) holds.
Conversely assume that there exists an increasing function g : I ! R such

that

f (y)� f (x) =
Z y

x

g (t) dt

for all x < y in I. Then for all x < y in I and � 2 (0; 1),

�f (x) + (1� �) f (y)� f (�x+ (1� �) y)
= �� (f (�x+ (1� �) y)� f (x)) + (1� �) (f (y)� f (�x+ (1� �) y))

= ��
Z �x+(1��)y

x

g (t) dt+ (1� �)
Z y

�x+(1��)y
g (t) dt

� ��
Z �x+(1��)y

x

g (�x+ (1� �) y) dt+ (1� �)
Z y

�x+(1��)y
g (�x+ (1� �) y) dt

= g (�x+ (1� �) y) [�� (�x+ (1� �) y � x) + (1� �) (y � �x� (1� �) y)]
= 0;

where we have used the fact that g is increasing. This shows that f is convex.
Finally, we observe that if g is increasing, then the previous inequality becomes
strict, and thus we have that f is strictly convex.
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Corollary 13 Let I � R be an open interval and let f : I ! R be a di¤erential
function. Then f is convex (respectively strictly convex) if and only if f 0 is
increasing (respectively strictly increasing).

Proof. We have already proved in Theorem 8 that if f is convex (respec-
tively strictly convex), then f 0 is increasing (respectively strictly increasing).
Conversely, assume that f 0 is increasing (respectively strictly increasing). Then
by the fundamental theorem of calculus

f (y)� f (x) =
Z y

x

f 0 (t) dt

for all x < y in I. The result now follows from the previous theorem.
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Friday, January 18, 2008
We now provide another characterization of convex functions in terms of

tangent lines.

De�nition 14 Let I � R be an interval and let f : I ! R be a function. We
say that f is subdi¤erentiable at x0 2 I if there exists m 2 R, such that

f (x) � f (x0) +m (x� x0) for all x 2 I:

The element m is called a subgradient of f at x0, and the set of all subgradients
at x0 is called the subdi¤erential of f at x0 and is denoted by @f (x0). If f is
not subdi¤erentiable at x0, then @f (x0) := ;.

Remark 15 Let I � R be an interval and let f : I ! R be a function. It
follows from the de�nition of subdi¤erentiability that f attains a minimum at
some point x0 2 I if and only if 0 2 @f (x0).

Theorem 16 Let I � R be an open interval and let f : I ! R be a function.
Then f is convex if and only if it is subdi¤erentiable at every x0 2 I.

Proof. If f is convex and x0 2 I, choose m 2
�
f 0� (x0) ; f

0
+ (x0)

�
. Then by

(6),

m � f 0+ (x0) �
f (x)� f (x0)

x� x0
if x > x0;

while
f (x)� f (x0)

x� x0
� f 0� (x0) � m if x < x0:

Hence, f (x)� f (x0) � m (x� x0) for all x 2 I, or, equivalently

f (x) � f (x0) +m (x� x0) for all x 2 I:

This shows that
�
f 0� (x0) ; f

0
+ (x0)

�
� @f (x0).

Conversely, assume that f is subdi¤erentiable in I. Let x, y 2 I and � 2
(0; 1). If

x0 = �x+ (1� �) y 2 I;
let m 2 @f (x0). Then

f (�x+ (1� �) y) = f (x0) = � [f (x0) +m (x� x0)] + (1� �) [f (x0) +m (y � x0)]
� �f (x) + (1� �) f (y) ;

which shows that f is convex.

Exercise 17 Extend the previous result to an arbitrary interval I.

Corollary 18 Let I � R be an open interval and let f : I ! R be convex. Then

@f (x0) =
�
f 0� (x0) ; f

0
+ (x0)

�
:

In particular, f is di¤erentiable at x0 2 I if and only if @f (x0) is a singleton.
In this case, @f (x0) = ff 0 (x0)g.
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Proof. We have already shown in the �rst part of the previous proof that�
f 0� (x0) ; f

0
+ (x0)

�
� @f (x0) :

To prove the opposite inclusion, let m 2 @f (x0). Then

f (x)� f (x0) � m (x� x0) for all x 2 I:

For x1 < x0 < x2, we have

f (x1)� f (x0)
x1 � x0

� m � f (x2)� f (x0)
x2 � x0

:

Letting x2 & x0 and x1 % x0 gives

f 0� (x0) � m � f 0+ (x0) :

Hence @f (x0) =
�
f 0� (x0) ; f

0
+ (x0)

�
.

Exercise 19 Extend the previous result to an arbitrary interval I.

Corollary 20 Let I � R be an open interval and let f : I ! R be convex. Then
the multifunction @f is increasing, that is if x1 < x2 are in I, then s1 � s2 for
all s1 2 @f (x1) and s2 2 @f (x2).

Proof. By the previous corollary and (6) we have that

s1 � f 0+ (x1) � f 0� (x2) � s2:

Let I � R be an interval and let f : I ! R be convex. The domain of the
subdi¤erential @f of f is de�ned as

dom @f := fx 2 I : @f (x) 6= ;g :

By Theorem 16 and Exercise 17

I� � dom @f � I: (11)

Note that the application

x 2 dom @f 7! @f (x)

is a set-valued function that is single valued whenever f is di¤erentiable.
To study the second derivative of a convex function we recall the following

de�nition of di¤erentiability at points that are not necessarily interior points.

De�nition 21 Let E � R and let x0 2 E be an accumulation point of E. Given
a function g : E ! R, we say that g is di¤erentiable at x0 if there exists in R
the limit

lim
x!x0

g (x)� g (x0)
x� x0

:

In this case the limit is called derivative of f at x0 and is denoted g0 (x0) or
dg

dx
(x0).
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Theorem 22 Let I � R be an interval and let f : I ! R be convex. Then
f 00 (x) exists for L1 a.e. x 2 I and f 00 is nonnegative and locally (Lebesgue)
integrable.

Proof. By Theorem 8, the function f 0+ : I� ! R is increasing. By the
Lebesgue di¤erentiation theorem, it follows that

�
f 0+
�0
(x) exists for L1 a.e.

x 2 I and that
�
f 0+
�0
is nonnegative and locally integrable. Since f 0 = f 0+

except on a countable set E � I, we have that f 0 : I n E ! R is di¤erentiable
L1 a.e. in I n E and f 00 is nonnegative and locally integrable in I n E.

Corollary 23 Let I � R be an open interval and let f : I ! R be a twice
di¤erential function. Then f is convex if and only if f 00 � 0. Moreover, if
f 00 > 0, then f is strictly convex.

Proof. Under the present hypotheses, we have that f 0 is increasing if and
only if f 00 � 0 and that f 0 is strictly increasing if f 00 > 0. Hence the desired
result follows from the previous corollary.

Example 24 The function f (x) = x4 is strictly convex but f 00 (0) = 0.

Next we prove that for convex functions the existence of the second derivative
at a point is equivalent to the validity of a second order Taylor�s formula.
The proof will make use of the following result.

Corollary 25 (Mean Value Theorem) Let f : [a; b] ! R be a convex and
continuous function. Then there exists c 2 (a; b) such that

f (b)� f (a)
b� a 2 @f (c) :
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Wednesday, January 23, 2008
Proof. As in the proof of the mean value theorem, consider the function

g (x) := f (x)� f (a)� f (b)� f (a)
b� a (x� a) ; x 2 [a; b] :

The function g is convex, continuous, and g (a) = g (b). Hence it has a minimum
at some point c 2 (a; b). It follows by Remark 15 that 0 2 @g (c). On the other
hand, by direct calculations,

g0� (x) = f 0� (x)�
f (b)� f (a)

b� a ; g0+ (x) = f 0+ (x)�
f (b)� f (a)

b� a ;

and so by the previous corollary

0 2 @g (c) =
�
f 0� (c)�

f (b)� f (a)
b� a ; f 0+ (c)�

f (b)� f (a)
b� a

�
;

which implies that

f (b)� f (a)
b� a 2

�
f 0� (c) ; f

0
+ (c)

�
= @f (c) :

Theorem 26 Let I � R be an open interval and let f : I ! R be a convex
function di¤erentiable at some x0 2 I. Then f 00 (x0) exists if and only if there
exists ` 2 R such that

f (x) = f (x0) + f
0 (x0) (x� x0) +

`

2
(x� x0)2 + o

�
(x� x0)2

�
(12)

for all x near x0. In this case, ` = f 00 (x0).

Proof. Let F � I be the set in which f is di¤erentiable. Assume that
f 00 (x0) exists and �x " > 0. Then there exists � > 0 such that����f 0 (x)� f 0 (x0)x� x0

� f 00 (x0)
���� � "

for all x 2 F with jx� x0j � �, or, equivalently,

�" jx� x0j � f 0 (x)� f 0 (x0)� f 00 (x0) (x� x0) � " jx� x0j

for all x 2 F with jx� x0j � �. Integrate between x0 and x and use the
fundamental theorem of calculus to obtain

�"
2
(x� x0)2 � f (x)�f (x0)�f 0 (x0) (x� x0)�

1

2
f 00 (x0) (x� x0)2 �

"

2
(x� x0)2 :

Conversely, assume that (12) holds and �x " > 0. Fix � 2 (0; 1) and apply
(12) with x = x0 + �h and x = x0 + h and subtract the two identities to obtain

f (x0 + h)� f (x0 + �h) = (1� �) f 0 (x0)h+
1

2
`
�
1� �2

�
h2 + o

�
h2
�
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for all h su¢ ciently small, that is,

f (x0 + h)� f (x0 + �h)
(1� �)h = f 0 (x0) +

1

2
` (1 + �)h+ o (h)

for all h su¢ ciently small. By the mean value theorem there exists c between
x0 + h and x0 + �h such that

s :=
f (x0 + h)� f (x0 + �h)

(1� �)h 2 @f (c) :

Hence s = f 0 (x0) +
1
2` (1 + �) + o (h) 2 @f (c). Assume that h > 0. By the

monotonicity property of the subgradient for all h but a countable number

f 0 (x0 + �h) � s � f 0 (x0 + h) ; (13)

that is

f 0 (x0 + �h)� f 0 (x0)
�h

� s� f 0 (x0)
�h

=
1

2
`
1 + �

�
+ o (1) ;

f 0 (x0 + h)� f 0 (x0)
h

� s� f 0 (x0)
h

=
1

2
` (1 + �) + o (1) :

If h < 0 then the inequalities in (13) are reversed, but dividing by h we obtain
the same last two inequalities. Letting h! 0 we obtain

lim sup
x!x0

f 0 (x)� f 0 (x0)
x

= lim sup
h!0

f 0 (x0 + �h)� f 0 (x0)
�h

� 1

2
`
1 + �

�
;

lim inf
x!x0

f 0 (x)� f 0 (x0)
x

= lim inf
h!0

f 0 (x0 + h)� f 0 (x0)
h

� 1

2
` (1 + �) :

Letting � ! 1� gives

lim
x!x0

f 0 (x)� f 0 (x0)
x

= `:

Remark 27 (i) Note that for a (nonconvex) function the previous theorem
is false. Indeed, take

f (x) :=

�
x3 if x is rational,
0 otherwise.

Then f 0 (0) = 0 and formula (12) holds with ` = 0, but f is discontinuous
in R n f0g, and so it not di¤erentiable in R n f0g.

(ii) Reasoning as in the last part of the proof, one can also show that (12)
implies that f 0+ and f

0
+ are di¤erentiable at x0 with�
f 0+
�0
(x0) =

�
f 0�
�0
(x0) = `:
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1.3 Operations Preserving Convexity

We begin with a simple result.

Theorem 28 Let I � R be an interval, let f : I ! R and g : I ! R be convex,
and let � � 0. Then f + g and �f are convex.

Proof. Since f and g are convex,

f (�x+ (1� �) y) � �f (x) + (1� �) f (y) ;
g (�x+ (1� �) y) � �g (x) + (1� �) g (y)

for all x, y 2 I and � 2 (0; 1). The result now follows by summing the two
inequalities and by multiplying the second by � � 0.
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Friday, January 25, 2008
The product of convex functions is not convex, in general.

Example 29 The functions f (x) = x, g (x) = �x, x 2 R, are linear, and so
convex, but their product, (fg) (x) = �x2, x 2 R, is not convex.

However, we have the following.

Theorem 30 Let I � R be an interval, let f : I ! [0;1) and g : I !
[0;1) be convex and increasing (respectively decreasing). Then fg is convex
and increasing (respectively decreasing).

Proof. If x < y are in I, then

(f (x)� f (y)) (g (y)� g (x)) � 0;

or, equivalently,

f (x) g (y) + g (x) f (y) � f (x) g (x) + f (y) g (y) ;

and so for any � 2 (0; 1),

f (�x+ (1� �) y) g (�x+ (1� �) y)
� [�f (x) + (1� �) f (y)] [�g (x) + (1� �) g (y)]
= �2f (x) g (x) + � (1� �) [f (x) g (y) + f (y) g (x)] + (1� �)2 f (y) g (y)
� �2f (x) g (x) + � (1� �) [f (x) g (x) + f (y) g (y)] + (1� �)2 f (y) g (y)
= � (� + 1� �) f (x) g (x) + (1� �) (� + 1� �) f (y) g (y)
= �f (x) g (x) + (1� �) f (y) g (y) :

Note that we have used heavily the fact that f and g are nonnegative.

Theorem 31 Let I, J � R be intervals, let f : I ! R be convex with f (I) � J ,
and let g : J ! R be convex and increasing. Then g � f : I ! R is convex.

Proof. For all x, y 2 I and � 2 (0; 1), we have

(g � f) (�x+ (1� �) y) = g (f (�x+ (1� �) y))
g increasing

� g (�f (x) + (1� �) f (y))
g convex
� �g (f (x)) + (1� �) g (f (y)) :

Theorem 32 Let I � R be an interval, let f� : I ! R, � 2 �, be an arbitrary
family of convex functions, and let

f (x) := sup
�2�

fa (x) ; x 2 I:

If J := fx 2 I : f (x) <1g is nonempty, then J is an interval and f : J ! R
is convex.

14



Proof. Since f� is convex, for all x, y 2 I and � 2 (0; 1),

f (�x+ (1� �) y) = sup
�2�

f� (�x+ (1� �) y) � sup
�2�

[�f� (x) + (1� �) f� (y)]

� � sup
�2�

f� (x) + (1� �) sup
�2�

f� (y) = �f (x) + (1� �) f (y) ;

which shows simultaneously that if f (x) and f (y) are �nite then f is �nite in
the interval of endpoints x and y, so that J is an interval, and that f is convex.

The in�mum of convex functions is not convex, in general.

Example 33 The functions f (x) = x, g (x) = �x, x 2 R, are linear, and so
convex, but their minimum, min ff; gg (x) = � jxj, x 2 R, is not convex.

Theorem 34 Let I � R be an interval, let fn : I ! R, n 2 N, be a sequence of
convex functions such that for every x 2 I there exists in R the limit

f (x) := lim
n!1

fn (x) :

Then f : I ! R is convex and ffng converges uniformly to f on any closed
interval of I�.

Proof. Step 1: We prove that f is convex. Since fn is convex, for all x,
y 2 I and � 2 (0; 1),

f (�x+ (1� �) y) = lim
n!1

fn (�x+ (1� �) y) � lim
n!1

[�fn (x) + (1� �) fn (y)]

= � lim
n!1

fn (x) + (1� �) lim
n!1

fn (y) = �f (x) + (1� �) f (y) ;

which shows that f is convex.
Step 2: Let a < b be two points in I�. As in the proof of Theorem 6 we have
that

2fn

�
a+ b

2

�
�max ffn (a) ; fn (b)g � fn (x) � max ffn (a) ; fn (b)g

for all x 2 [a; b] and all n 2 N. Hence,

m � fn (x) �M

for all x 2 [a; b] and all n 2 N, where

M := sup
n2N

max ffn (a) ; fn (b)g ; m := 2 inf
n2N

fn

�
a+ b

2

�
�M:

Step 3: Let [a; b] � I�. In view of the previous step (applied to a larger interval
[a� "; b+ "] � I� and of Theorem 6 (see in particular (2) and (3)), we may �nd
a constant L > 0 depending on [a; b] but independent of n such that

jfn (y)� fn (x)j � L jy � xj ;
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for all n 2 N and for all x, y 2 [a; b]. Note that letting n ! 1 in the previous
inequality shows that the same condition holds for f . To prove uniform con-
vergence, we could invoke the Ascoli�Arzelá theorem, or prove it directly. Fix
" > 0 and consider any partition P := fx0; : : : ; xmg of [a; b], that is

a = x0 < x1 < : : : < xm = b;

such that jxi � xi�1j � "
3L for all i = 1; : : : ;m. Find N 2 N such that

jfn (xi)� f (xi)j �
"

3

for all i = 1; : : : ;m and for all n � N . If x 2 [a; b] let i 2 f1; : : : ;mg be such
that x 2 [xi�1; xi]. Then for n � N ,

jfn (x)� f (x)j = jfn (x)� fn (xi)� f (xi)� f (x)j
� jfn (x)� fn (xi)j+ jfn (xi)� f (xi)j+ jf (xi)� f (x)j

� "

3
+
"

3
+
"

3
= ":

Hence
sup
x2[a;b]

jfn (x)� f (x)j � "

for all n � N , which proves uniform convergence.

1.4 Di¤erences of Convex Functions

In this subsection we assume for simplicity that

I := [a; b] .

The set of convex functions u : [a; b]! R is not a vector space since the di¤erence
of convex functions is not convex in general. We now study the smallest vector
space of functions u : [a; b] ! R that contains all convex functions. To avoid
anomalies at the endpoints we will restrict this space slightly. Let BC [a; b] be
the class of functions f : [a; b] ! R that can be written as f = g � h, where
g : [a; b] ! R and h : [a; b] ! R are two convex functions such that g0+ (a),
g0� (b), h

0
+ (a), h

0
� (b) are all �nite.

Exercise 35 Prove that BC [a; b] is a vector space and that all its elements are
Lipschitz.

Theorem 36 A function f : [a; b] ! R belongs to the space BC [a; b] if and
only if there exists a function g : [a; b]! R of pointwise bounded variation such
that

f (x) = f (a) +

Z x

a

g (t) dt

for all x 2 [a; b].

16
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Proof. If f 2 BC [a; b], then f = g� h, where g : [a; b]! R and h : [a; b]!

R are two convex functions such that g0+ (a), g0� (b), h0+ (a), h0� (b) are all �nite.
By a slight variation of Theorem 12,

g (x) = g (a) +

Z x

a

p (t) dt; h (x) = h (a) +

Z x

a

q (t) dt

for all x 2 [a; b] and for some increasing functions p : [a; b]! R and q : [a; b]!
R. Hence

f (x) = g (x)� h (x) = f (a) +

Z x

a

[p (t)� q (t)] dt

for all x 2 [a; b].
Conversely assume that there exists a function g : [a; b] ! R of pointwise

bounded variation such that

f (x) = f (a) +

Z x

a

g (t) dt

for all x 2 [a; b]. Since any function of pointwise bounded variation may be
written as the di¤erence of two increasing functions, we may write g = p � q,
where p : [a; b]! R and q : [a; b]! R are increasing. Hence

f (x) = f (a) +

Z x

a

p (t) dt�
Z x

a

q (t) dt

=: g (x)� h (x)

for all x 2 [a; b], which shows that f is the di¤erence of two convex functions.
Moreover,

p (a) =

R x
a
p (a) dt

x� a � g (x)� g (a)
x� a =

R x
a
p (t) dt

x� a �
R x
a
p (x) dt

x� a � p (x) ;

and so

�1 < p (a) � g0� (a) := lim
x!a+

g (x)� g (a)
x� a � lim

x!a+
p (x) <1:

Similarly g0� (b), h
0
+ (a), h

0
� (b) are all �nite.

We recall that:

De�nition 37 A function f : [a; b]! R has pointwise bounded variation if

Var f := sup

(
nX
i=1

jf (xi)� f (xi�1)j :

P := fx0; : : : ; xng is a partition of [a; b]g <1:
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It turns out that the space of functions of bounded variation is the smallest
vector space that contains all monotone functions.
A similar characterization holds for functions in BC [a; b].

De�nition 38 A function f : [a; b]! R, we de�ne

K (f) := sup

(
n�1X
i=1

j�i+1f ��if j :

P = fx0; : : : ; xng is a partition of [a; b]g ;

where

�if :=
f (xi)� f (xi�1)

xi � xi�1
:

To highlight the dependence of K (f) we will write K[a;b] (f). Also, given a
partition P = fx0; : : : ; xng, we write

K (f; P ) :=

n�1X
i=1

j�i+1f ��if j ;

so that
K (f) = sup

P partition of [a;b]
K (f; P ) :

Theorem 39 If f : [a; b]! R is convex and f 0+ (a), f 0� (b) are �nite, then

K (f) = f 0� (b)� f 0+ (a) :

18



Wednesday, January 30, 2008
Proof. By (10) for any partition P = fx0; : : : ; xng,

f 0+ (xi�1) � �if � f 0� (xi) ;

and so

0 � f 0+ (xi)� f 0� (xi) � �i+1f ��if � f 0� (xi+1)� f 0+ (xi�1) :

Hence
n�1X
i=1

j�i+1f ��if j =
n�1X
i=1

�i+1f ��if = �nf ��1f

=
f (b)� f (xi�1)

b� xi�1
� f (x1)� f (a)

x1 � a
� f 0� (b)� f 0+ (a) ;

which shows that K (f) � f 0� (b)� f 0+ (a).
To prove the converse inequality, �nd a < x1 < x2 < b such that����f 0� (b)� f (x2)� f (b)

x2 � b

���� � "

2
;

����f 0+ (a)� f (x1)� f (a)
x1 � a

���� � "

2
:

Then

f 0� (b)� f 0+ (a)� " �
f (x2)� f (b)

x2 � b
� f (x1)� f (a)

x1 � a
= �3f ��1f ��2f

�
2X
i=1

j�i+1f ��if j � K (f) :

It su¢ ces to let "! 0+.

Remark 40 If f 2 BC [a; b], then f = g � h, where g : [a; b] ! R and h :
[a; b] ! R are two convex functions such that g0+ (a), g0� (b), h0+ (a), h0� (b) are
all �nite. Hence

K (f) � K (g) +K (h) = g0� (b)� g0+ (a) + h0� (b)� h0+ (a) <1:

Proving the opposite implication requires much more work.

Theorem 41 Let f : [a; b] ! R be such that K (f) < 1. Then f 0� exists in
(a; b], f 0+ exists in [a; b), and f is Lipschitz.

Lemma 42 Let n 2 N be greater than 2, let a0; : : : ; an be real numbers, and let
b1; : : : ; bn be positive numbers. Then

n�1X
i=1

����ai+1 � aibi+1
� ai � ai�1

bi

����
� 1

bn

 
nX
i=1

bi

!�����an � a0Pn
i=1 bi

� an�1 � a0Pn�1
i=1 bi

�����+
n�2X
i=1

�����ai+1 � a0Pi+1
j=1 bj

� ai � a0Pi
j=1 bj

�����
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Proof. The proof is by induction on n. For the case n = 3,����a3 � a2b3
� a2 � a1

b2

����+ ����a2 � a1b2
� a1 � a0

b1

����
=

����a3 � a2b3
� a2 � a1

b2

����+ � b1
b1 + b2

+
b2

b1 + b2

� ����a2 � a0b2
� (a1 � a0) (b1 + b2)

b1b2

����
=

����a3 � a2b3
� a2 � a1

b2

����+ b1
b2

����a2 � a0b1 + b2
� a1 � a0

b1

����+ ����a2 � a0b1 + b2
� a1 � a0

b1

����
�
����a3 � a2b3

� a2 � a1
b2

+
b1
b2

a2 � a0
b1 + b2

� a1 � a0
b2

����+ ����a2 � a0b1 + b2
� a1 � a0

b1

����
=

����a3 � a2 � a0b3
+

�b2
b2 (b1 + b2)

(a2 � a0)
����+ ����a2 � a0b1 + b2

� a1 � a0
b1

����
=

����a3 � a0b3
� b1 + b2 + b3
b3 (b1 + b2)

(a2 � a0)
����+ ����a2 � a0b1 + b2

� a1 � a0
b1

����
=
b1 + b2 + b3

b3

���� a3 � a0
b1 + b2 + b3

� a2 � a0
b1 + b2

����+ ����a2 � a0b1 + b2
� a1 � a0

b1

���� ;
where we have used the triangle inequality.
Assume now that the result is true for n and let�s prove it for n+1. By the

induction hypothesis,

nX
i=1

����ai+1 � aibi+1
� ai � ai�1

bi

����
=

����an+1 � anbn+1
� an � an�1

bn

����+ n�1X
i=1

����ai+1 � aibi+1
� ai � ai�1

bi

����
�
����an+1 � anbn+1

� an � an�1
bn

����+ 1

bn

 
nX
i=1

bi

!�����an � a0Pn
i=1 bi

� an�1 � a0Pn�1
i=1 bi

�����
+

n�2X
i=1

�����ai+1 � a0Pi+1
j=1 bj

� ai � a0Pi
j=1 bj

�����
=

����an+1 � anbn+1
� an � an�1

bn

����+ 1

bn

 
n�1X
i=1

bi

!�����an � a0Pn
i=1 bi

� an�1 � a0Pn�1
i=1 bi

�����
+
n�1X
i=1

�����ai+1 � a0Pi+1
j=1 bj

� ai � a0Pi
j=1 bj

�����
=: I + II + III:
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Now, again by the triangle inequality

I + II ������an+1 � anbn+1
� an � an�1

bn
+
1

bn

 
n�1X
i=1

bi

!
an � a0Pn
i=1 bi

� 1

bn

 
n�1X
i=1

bi

!
an�1 � a0Pn�1

i=1 bi

�����
=

�����an+1 � a0bn+1
+

 
� 1

bn+1
� 1

bn
+

Pn�1
i=1 bi � bn
bn
Pn

i=1 bi

!
(an � a0)

�����
=

�����an+1 � a0bn+1
�

Pn+1
i=1 bi

bn+1 (
Pn

i=1 bi)
(an � a0)

�����
=

1

bn+1

 
n+1X
i=1

bi

!�����an+1 � a0Pn+1
i=1 bi

� an � a0Pn
i=1 bi

����� :
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Lemma 43 Let n 2 N be greater than 2, let a0; : : : ; an be real numbers, and let

c0 � � � � � cn:

Then
n�1X
i=1

����ai+1 � aici+1 � ci
� ai � ai�1
ci � ci�1

���� � n�1X
i=1

����ai+1 � a0ci+1 � c0
� ai � a0
ci � c0

���� :
Proof. De�ne bi := ci� ci�1 for i = 1; : : : ; n and apply the previous lemma

to obtain
n�1X
i=1

����ai+1 � aici+1 � ci
� ai � ai�1
ci � ci�1

����
� 1

(cn � cn�1)

 
nX
i=1

(ci � ci�1)
!����� an � a0Pn

i=1 (ci � ci�1)
� an�1 � a0Pn�1

i=1 (ci � ci�1)

�����
+
n�2X
i=1

����� ai+1 � a0Pi+1
j=1 (cj � cj�1)

� ai � a0Pi
j=1 (cj � cj�1)

�����
=

1

(cn � cn�1)

 
cn � cn�1 +

n�1X
i=1

(ci � ci�1)
!����an � a0cn � c0

� an�1 � a0
cn�1 � c0

����
+

n�2X
i=1

����ai+1 � a0ci+1 � c0
� ai � a0
ci � c0

����
�
����an � a0cn � c0

� an�1 � a0
cn�1 � c0

����+ n�2X
i=1

����ai+1 � a0ci+1 � c0
� ai � a0
ci � c0

���� ;
where we have used the fact that

Pn�1
i=1 (ci � ci�1) � 0.

Proof of Theorem 41. Step 1: We prove that for every x1 2 [a; b),

lim sup
x!x+1

����f (x)� f (x1)x� x1

���� <1:
Fix a � x1 < x2 < b and choose x2 < x3 < b. Let a = x0 � x1 < x2 < x3 <
x4 = b. Since

j�2f j � j�4f j = j�2f j � j�4f j � j�3f j � j�3f ��2f j+ j�4f ��3f j � K (f) ;

we have ����f (x2)� f (x1)x2 � x1

���� � K (f) +

����f (x4)� f (x3)x4 � x3

���� : (14)

Letting x2 ! x+1 gives the desired result. Similarly, for any x1 2 (a; b],

lim sup
x!x�1

����f (x)� f (x1)x� x1

���� <1:
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Step 2: We prove that f 0+ exists in [a; b). Assume by contradiction that there
exists x0 2 [a; b) for which the limit

f 0+ (x0) := lim
x!x+0

f (x)� f (x0)
x� x0

does not exists. Hence there exists an "0 > 0 with the property that for any
x 2 (x0; b) there exists y 2 (x0; x) such that����f (x)� f (x0)x� x0

� f (y)� f (x0)
y � x0

���� � "0:

By applying the previous inequality repeatedly for any n � 2 we may construct

c0 = x0 < c1 � : : : � cn

such that

n�1X
i=1

����f (ci+1)� f (x0)ci+1 � x0
� f (ci)� f (x0)

ci � x0

���� � (n� 1) "0:
By the previous lemma we obtain

K (f) �
n�1X
i=1

j�i+1f ��if j =
n�1X
i=1

����f (ci+1)� f (ci)ci+1 � ci
� f (ci)� f (ci�1)

ci � ci�1

���� � (n� 1) "0;
which gives a contradiction as n!1.
Step 3: We show that f is Lipschitz. Fix a � x1 < x2 < b and choose
x2 < x3 < b. By (14),����f (x2)� f (x1)x2 � x1

���� � K (f) +

����f (b)� f (x3)b� x3

���� :
Letting x3 ! b� gives����f (x2)� f (x1)x2 � x1

���� � K (f) +
��f 0� (b)�� :

Thus we have proved that

jf (x2)� f (x1)j �
�
K (f) +

��f 0� (b)��� jx2 � x1j
for all x1 < x2 in [a; b). Since f 0� (b) 2 R, we have that f is continuous at b, and
so the previous inequality holds also for x2 = b.
We are now ready to prove the desired characterization.

Theorem 44 A function f : [a; b] ! R belongs to BC [a; b] if and only if
K (f) <1.
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Proof. Step 1: Let P = fx0; : : : ; xng be any partition of [a; b] and let
�x 2 [a; b]. We claim that the partition Q obtained by adding �x to P is such that

K (f; P ) � K (f;Q) :

To see this, let i 2 f1; : : : ; ng be such that �x 2 [xi�1; xi]. If �x coincides with
one of the endpoints, then there is nothing to prove. Thus we can assume that
�x 2 (xi�1; xi). Let

�rf :=
f (xi)� f (�x)

xi � �x
; �lf :=

f (�x)� f (xi�1)
�x� xi�1

:

Then

�if =
f (xi)� f (xi�1)

xi � xi�1
=
f (xi)� f (�x)� f (xi�1)

xi � xi�1
= ��rf + (1� �)�lf;

where
� :=

xi � �x
xi � xi�1

2 (0; 1) :

Assume that 2 � i � n� 1 (the cases i = 1 and i = 2 are simpler). Then

j�i+1f ��if j+ j�if ��i�1f j = j�i+1f ��rf + (1� �) (�rf ��lf)j
+ j� (�rf ��lf) +�lf ��i�1f j
� j�i+1f ��rf j+ (1� �) j�rf ��lf j
+ � j�rf ��lf j+ j�lf ��i�1f j
= j�i+1f ��rf j+ j�rf ��lf j+ j�lf ��i�1f j :

Since the remaining terms in K (f; P ) and in K (f;Q) are the same, this com-
pletes the proof of the claim.
Note that Step 1 implies in particular that the function x 2 [a; b] 7! K[a;x] (f)

is increasing and that there exists an increasing sequence fPng of partitions of
[a; b] such that

lim
n!1

K (f; Pn) = K (f) :
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Proof. Step 2: In view of Remark 40, it remains to show that if K (f) <1

then f 2 BC [a; b]. De�ne the function

g (x) :=

�
f 0� (x)� f 0+ (a) if a < x � b;
0 if x = a:

Fix a < s < t � b. Since by Step 1 of the previous theorem re�nement of a
partition increases K (f; P ), in view of the previous remark we can construct
two increasing sequences fPng and fQng of partitions of [a; t] and of [a; s],
respectively, such that Qn � Pn for all n 2 N,

lim
n!1

K (f; Pn) = K[a;t] (f) ; lim
n!1

K (f;Qn) = K[a;s] (f) ; (15)

and the size of the maximum interval of Pn goes to zero as n!1. For every n
write Qn :=

n
x
(n)
0 ; : : : ; x

(n)
`n

o
and Pn :=

n
x
(n)
0 ; : : : ; x

(n)
`n
; x
(n)
`n+1

; : : : ; x
(n)
mn

o
, where

x = x
(n)
0 < x

(n)
1 < : : : < x

(n)
`n
= s < x

(n)
`+1 < : : : < x(n)mn

= t:

Then

K (f; Pn)�K (f;Qn) =
mn�1X
i=`n

j�i+1f ��if j �
�����
mn�1X
i=`n

�i+1f ��if
�����

= j�mn
f ��`nf j

=

������
f (t)� f

�
x
(n)
mn�1

�
t� x(n)mn�1

�
f (s)� f

�
x
(n)
`n�1

�
s� x(n)`n�1

������ :
Letting n!1 and using (15) and the fact that x(n)mn�1 ! t� and x(n)`n�1 ! s�,
we obtain

K[a;t] (f)�K[a;s] (f) �
��f 0� (t)� f 0� (s)�� = jg (t)� g (s)j :

Note that this inequality continues to hold if s = a since reasoning as before

K (f; Pn) � j�mn
f ��1f j =

������
f (t)� f

�
x
(n)
mn�1

�
t� x(n)mn�1

�
f (a)� f

�
x
(n)
1

�
a� x(n)1

������ ;
and so letting n ! 1 and using (15) and the fact that x(n)mn�1 ! t� and

x
(n)
1 ! a+, we obtain

K[a;t] (f)�K[a;a] (f) = K[a;t] (f)� 0 �
��f 0� (t)� f 0+ (a)�� = jg (t)� g (a)j :

Thus, we have proved that for all a � s < t � b,

K[a;t] (f)�K[a;s] (f) � � (g (t)� g (s)) ;
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which implies that the functions x 7! K[a;x] (f)�g (x) and x 7! K[a;x] (f)+g (x)
are increasing. It follows that the function

g (x) =
1

2

�
K[a;x] (f) + g (x)

�
� 1
2

�
K[a;x] (f)� g (x)

�
; x 2 [a; b] ;

has pointwise bounded variation. Since f is Lipschitz continuous, it follows that
f 0 exists for L1 a.e. x 2 [a; b] and that the fundamental theorem of calculus
holds, so that

f (x)� f (a) =
Z x

a

f 0 (t) dt =

Z x

a

�
g (t) + f 0+ (a)

�
dt; x 2 [a; b] :

It follows by Theorem 36 that f 2 BC [a; b].

1.5 Conjugate Functions

Let g : [0;1) ! [0;1) be strictly increasing and continuous, with g (0) = 0
and g (x) ! 1 as x ! 1. Then g�1 exists and has the same property of g.
Moreover, if we de�ne the functions

f (x) :=

Z x

0

g (t) dt; f� (x) :=

Z x

0

g�1 (t) dt; x � 0;

in view of Theorem 12 we have that f and f� are convex. Looking at the picture
we have that:

(A1) (Young inequality) xy � f (x) + f� (y) for all x, y � 0;

(A2) xy = f (x) + f� (y) if and only if y = g (x) = f 0 (x);

(A3) (f
�)
0
= (f 0)

�1;

(A4) f
�� = f ;

(A5) f
� (y) = sup

x�0
fxy � f (x)g for all y � 0.

The function f� is called the conjugate of f . To extend this notion to general
functions we will use (A5) as a de�nition.

De�nition 45 Let I � R be an interval and let f : I ! R be a function. The
conjugate of f is the function de�ned by

f� (y) := sup
x2I

fxy � f (x)g ;

with domain I� := fy 2 R : f� (y) <1g :

We will show that f� is a convex and that it is closed.
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De�nition 46 Let J � R be an interval and let g : J ! R be a convex function.
Then g is closed if the set

fx 2 J : g (x) � tg

is a closed set for all t 2 R.

Exercise 47 Let J � R be an interval and let g : J ! R be a convex function.
Prove that g is closed if and only if it is continuous at each end point contained
in J (if any) and such that g (x) ! 1 as x approaches every (real) endpoint
not contained in J (if any).
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Theorem 48 Let I � R be an interval and let f : I ! R be convex. Then I�
is an interval and f� : I� ! R is convex and closed.

Proof. If I = fx0g, then f� (y) = x0y � f (x0), and so I� = R. If I does
not consist of a single point, let x0 2 I�. By Corollary 18,

@f (x0) =
�
f 0� (x0) ; f

0
+ (x0)

�
:

Let y 2 @f (x0). Then

f (x) � f (x0) + y (x� x0) for all x 2 I;

and so xy � f (x) � x0y � f (x0) for all x 2 I. Hence,

f� (y) = sup
x2I

fxy � f (x)g � x0y � f (x0) <1;

which shows that y 2 I�.
For every x 2 I de�ne the a¢ ne function

gx (y) := xy � f (x) ; y 2 R:

Since gx is convex and

f� (y) = sup
x2I

gx (y) ; y 2 R;

it follows by Theorem 32 that I� is an interval and that f� is convex.
It remains to prove that f� is closed. Fix t 2 R and let fyng � I� be such

that yn ! y and f� (yn) � t for all n 2 N. We claim that f� (y) � t. Since,
f� (yn) � t for all n 2 N, we have that

xyn � f (x) � t

for all x 2 I. Letting n!1 gives

xy � f (x) � t

for all x 2 I, and so f� (y) � t. Hence the set fy 2 I� : f� (y) � tg is a closed
set for all t 2 R.
Next we prove the appropriate versions of (A1) and (A2).

Theorem 49 (Young Inequality) Let I � R be an interval and let f : I ! R
be convex. Then

xy � f (x) + f� (y)

for all x 2 I and all y 2 I� and the equality holds if and only y 2 @f (x).
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Proof. If y 2 I�, then

xy � f (x) � f� (y)

for all x 2 I, and so Young�s inequality holds.
To prove the second statement of the proof, note that y0 2 @f (x0) if and

only if
f (x) � f (x0) + y0 (x� x0) for all x 2 I;

or equivalently

y0x0 � f (x0) � y0x� f (x) for all x 2 I:

In turn, this is equivalent to saying that

y0x0 � f (x0) � f� (y0) :

It now follows by the Young inequality that y0 2 @f (x0) if and only if y0x0 =
f (x0) + f

� (y0) :
To extend (A3) we need some preliminary results.

De�nition 50 Given two nonempty sets X, Y , a multifunction or correspon-
dence from X to Y is a map from X to the family of subsets of Y , namely

� : X ! P (Y ) :

The domain of a multifunction is the set

dom� := fx 2 X : � (x) 6= ;g :

The graph of a multifunction � is the set

graph� := f(x; y) 2 dom�� Y : y 2 � (x)g :

The inverse of a multifunction � is the multifunction ��1 : Y ! P (X) de�ned
by

��1 (y) := fx 2 X : y 2 � (x)g : (16)

A multifunction � : X ! P (Y ) is univalued on a set E � X if � (x) consists
of at most one element for every x 2 E. In this case the restriction of � to
E \ dom� may be identi�ed with a function.

De�nition 51 A multifunction � : RN ! P
�
RN
�
is called monotone if

(x2 � x1) � (y2 � y1) � 0

for all (x1; y1), (x2; y2) 2 graph�. A monotone � : RN ! P
�
RN
�
is called

maximal if its graph is not a proper subset of the graph of a monotone multi-
function.
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Note that � is a (maximal) monotone multifunction if and only if ��1 is a
(maximal) monotone multifunction.

Theorem 52 Let I � R be an interval and let f : I ! R be convex. Then the
multifunction @f is monotone.1

Proof. Let (x1;m1), (x2;m2) 2 graph @f . Without loss of generality assume
that x1 < x2. Then by Theorem 8 and Corollary 18,

f 0� (x1) � m1 � f 0+ (x1) � f 0� (x2) � m2 � f 0+ (x2) ;

which implies that m2 �m1 � 0. In turn, (x2 � x1) (m2 �m1) � 0, and so @f
is monotone.

1Here we set @f (x) := ? if either x 2 I and f is not subdi¤erentiable at x or if x does not
belong to I.
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Theorem 53 Let I � R be an interval and let f : I ! R be closed and convex.
Then the multifunction @f is maximal.

Proof. To prove maximality, it su¢ ces to show that if (x1;m1) =2 graph @f ,
then there exists (x2;m2) 2 graph @f such that

(x2 � x1) (y2 � y1) < 0:

Replacing f with the function

g (x) := f (x+ x1)� xm1;

which is still convex and closed (see Theorem 30, and Exercise 47), without loss
of generality we may assume that x1 = m1 = 0. Thus, we have to prove that if
(0; 0) =2 graph @f , then there exists (x;m) 2 graph @f such that xm < 0.
There are now three cases. If x < 0 for all x 2 dom @f , then by (11) the

interval I is bounded from above. Let b := sup I � 0. If b =2 I, then by Exercise
47,

lim
x!b�

f (x) =1

and so by (5) there must exists x < 0 such that f 0+ (x) > 0 (since otherwise f
would be bounded from above). Since

�
x; f 0+ (x)

�
2 graph @f and xf 0+ (x) < 0,

the proof is concluded in the case in which b =2 I. If b 2 I and f 0� (b) =1, then
(why?)

lim
y!w�

f 0+ (y) =1;

and so we are back to the previous case. If b 2 I and f 0� (b) < 1, then
b 2 dom @f , so b < 0, and (why?)

@f (b) =
�
f 0� (b) ;1

�
:

Hence we may �nd m 2 @f (b) \ (0;1). Then (b;m) 2 graph @f and bm < 0.
A similar argument holds if x > 0 for all x 2 dom @f .
Thus, it remains to consider the case in which 0 2 dom @f . Since (0; 0) =2

graph @f , it follows that 0 =2 @f (0), and so by Remark 15, f (0) cannot be a
minimum for f . Hence there exists x1 2 I such that f (x1) < f (0). If x1 < 0,
then by (9) we can �nd x2 2 [x1; 0) such that f 0+ (x1) > 0, and so we are back
to the previous case. Similarly, if x1 > 0, then by (9) we can �nd x2 2 (0; x1; 0]
such that f 0+ (x1) < 0.
We are now ready to extend (A3) and (A4). Note that since f�� = (f�)

�,
the function f�� is convex and closed. Thus to recover (A4) we need f to be
convex and closed.

Theorem 54 Let I � R be an interval and let f : I ! R be convex. Then

graph (@f)
�1 � graph @f�:
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Moreover, if f is also closed, then

(@f)
�1
= @f�: (17)

and f�� = f .

Proof. Fix x 2 I. From the de�nition of f�,

f� (y)� xy � �f (x) for all y 2 I�:

Hence the function on the right-hand side is minimized (as a function of y)
when there is equality in the Young inequality, that is when y 2 @f (x). Thus, if
y 2 @f (x), then the function h (z) := f� (z)�xz, z 2 I�, is minimized at z = y.
In view of Remark 15, we have that 0 2 @h (y), which is equivalent to say that
x 2 @f� (y). Hence we have proved that if y 2 @f (x), then x 2 @f� (y). In
terms of graphs this means that if (x; y) 2 graph @f , then (y; x) 2 graph @f�, in
other words, graph (@f)�1 � graph @f�.
If we assume that f is also closed, then by the previous theorem, @f is

maximal monotone, and so is (@f)�1. Since @f� is also maximal monotone, it
follows that (@f)�1 = @f�.
It remains to prove that f�� = f . Applying (17) with f� in place of f we

have that

@f�� = (@f�)
�1
=
�
(@f)

�1
��1

= @f:

It follows by Corollary 18 that

(f��)
0
� = f 0�;

and so by (9),

f�� (y)� f�� (x) =
Z y

x

(f��)
0
� (t) dt =

Z y

x

f 0� (t) dt = f (y)� f (x)

for all x < y in I. To conclude the proof, we prove that f (x0) = f� (x0) at
some point x0 2 I. Choose x0 2 I and y0 2 I� such that y0 2 @f (x0). Then

(y0; x0) 2 graph (@f)�1 = graph @f�:

Applying the equality in the Young inequality �rst to f and then to f�, we
obtain

x0y0 = f (x0) + f
� (y0) ;

y0x0 = f� (y0) + f
�� (x0) ;

which implies that f (x0) = f� (x0).
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As a corollary of the previous theorem we can study the regularity of f�.

Theorem 55 Let I � R be an interval and let f : I ! R be convex and closed.
Then f� : I� ! R is di¤erentiable in (I�)� if and only if f is strictly convex in
all intervals contained in [

y2(I�)�
@f� (y) :

Proof. Assume that f is strictly convex in all intervals contained in

E :=
[

y2(I�)�
@f� (y) ;

let y0 2 (I�)� and assume by contradiction that f� is not di¤erentiable at y0.
Then

(f�)
0
� (y0) < (f

�)
0
+ (y0) :

Let (f�)0� (y0) � x1 < x2 < (f�)
0
+ (y0). Since x1, x2 2 @f� (y0), it follows by

the previous theorem that y0 2 @f (x1) \ @f (x1). By the equality case in the
Young inequality, we have

x1y0 = f (x1) + f
� (y0) ; x2y0 = f (x2) + f

� (y0) :

Hence, for any � 2 [0; 1] we have

�f (x1) + (1� �) f (x2) + f� (y0) = � (f (x1) + f
� (y0)) + (1� �) (f (x2) + f� (y0))

= � (x1y0) + (1� �) (x2y0)
= (�x1 + (1� �)x2) y0
� f (�x1 + (1� �)x2) + f� (y0) ;

where in the last inequality we have used the Young inequality. It follows that

�f (x1) + (1� �) f (x2) = f (�x1 + (1� �)x2) ;

which contradicts the strict convexity of f in the interval [x1; x2] � E.
Conversely, assume that f� : I� ! R is di¤erentiable in (I�)�. By the

previous theorem, f = f��. Let J be any interval contained in E and assume
by contradiction that f is not strictly convex in J . Then there exist x1 < x2 in
J such that f is a¢ ne in [x1; x2]. Let x := x1+x2

2 2 J � E. By the de�nition of
E, there exists y 2 (I�)� such that x 2 @ (f�) (y), and since f� is di¤erentiable
in (I�)�, it follows that (f�)0 (y) = x. Using the facts that f is a¢ ne in [x1; x2]
and that (f�)0 (y) = x it follows from the equality in the Young inequality that
(recall that f = f��) we have

0 = f (x) + f� (y)� xy = 1

2
(f (x1) + f

� (y)� x1y) +
1

2
(f (x2) + f

� (y)� x2y) :

By the Young inequality, necessarily f (x1) + f� (y) � x1y = 0 and f (x2) +
f� (y)� x2y = 0, which implies that x1, x2 2 @ (f�) (y) =

�
(f�)

0
(y)
	
. This is a

contradiction.
The next two exercises illustrate the previous function.
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Exercise 56 (i) Consider the function

f (x) =

�
1
2x

2 if jxj � 1;
jxj � 1

2 if jxj > 1:

Note that f is not strictly convex. Prove that

f� (y) =

�
1
2y
2 if jyj � 1;

1 if jyj > 1:

Note that f� is di¤erentiable in the interior of its domain. Why this does
not contradict the previous theorem?

(ii) Consider the function

f (x) =

8<:
1
2 (x+ 1)

2 if x � �1;
0 if � 1 < x < 1;
1
2 (x� 1)

2 if x � 1;

and prove that f� (y) = jyj+ 1
2y
2. Why this does not contradict the previous

theorem?

Concerning the second order derivative of f�� we have the following result.

Theorem 57 Let I � R be an interval and let f : I ! R be convex and closed.
Let x0 2 I� be such that f and f 0 are di¤erentiable at x0 and f 00 (x0) > 0. Then
(f�)

00 exists at y0 = f 0 (x0) and

(f�)
00
(y0) =

1

f 00 (x0)
:

Proof. We claim that f� is di¤erentiable at y0. Note that by Theorem 54,

@f� (y0) = (@f)
�1
(y0) = fx 2 dom @f : y0 2 @f (x)g ;

and since y0 = f 0 (x0), we have that x0 2 @f� (y0). If the convex set @f� (y0)
contains another element, say x0+v for some v 2 R, then it contains the segment
x0 + v [0; 1]. Again by Theorem 54 we have that y0 2 @f (x0 + tv) for all all
t 2 [0; 1]. Hence

f 0 (x0 + tv) = y0

for all but countably many t 2 [0; 1], which contradicts the fact that f 00 (x0) > 0.
Thus the claim holds.
For all but countably many y near y0 we have that @f� (y) =

�
(f�)

0
(y)
	

and so again by Theorem 54, y 2 @f (xy) for some xy 2 dom @f . Hence

(f�)
0
(y)� (f�)0 (y0)
y � y0

=
xy � x0
y � y0

:
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If xy > x0 we have

xy � x0
f 0� (xy)� f 0 (x0)

� xy � x0
y � y0

� xy � x0
f 0+ (xy)� f 0 (x0)

Note that by the previous part of the proof, since f� is di¤erentiable at y0, we
have that xy ! x0 as y ! y0 by (7) and (8). Hence the result follows by the
fact that f 0+ is di¤erentiable at x0 by Theorem 26 and Remark 27.
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2 Convex Functions in RN

2.1 A¢ ne Sets and Convex Sets

De�nition 58 Let V be a vector space. A set E � V is said to be

(i) a¢ ne if for all v1, v2 2 E and � 2 R,

�v1 + (1� �) v2 2 E;

(ii) convex if for all v1, v2 2 E and � 2 (0; 1),

�v1 + (1� �) v2 2 E:

In a geometrical language, a set E is a¢ ne if whenever it contains two points,
it also contains the line through these two points, while a set E is convex if
whenever it contains two points, it also contains the segment joining these two
points. Hence every a¢ ne set is convex, but not viceversa. The entire space V , Picture
the empty set, a set consisting of a single point are both a¢ ne and convex sets.
A segment is a convex set that is not a¢ ne. In R2 the interior of an ellipse or
any regular polygon is a convex set.
The next proposition shows that an a¢ ne set can be regarded as a translation

of a subspace.

Proposition 59 A set E � V with more that one point is a¢ ne if and only if
it can be written as v0 +W , where v0 2 E and W is a vector subspace of V .

Proof. Suppose that E � V can be written as E = v0 +W , where v0 2 E
and W is a vector subspace of V . If v1, v2 2 E and � 2 R, then we may write
v1 = v0 + w1, v2 = v0 + w2, where w1,w2 2W . Hence

�v1 + (1� �) v2 = � (v0 + w1) + (1� �) (v0 + w1)
= v0 + [�w1 + (1� �)w1] 2 E;

since �w1 + (1� �)w1 2W .
Conversely, assume that E is a¢ ne and let v0 be any vector in E. De�ne

W := �v0+E. We claim thatW is a subspace of V . To see this, let w1,w2 2W
and t 2 R. Then we may write w1 = �v0+ v1,w2 = �v0+ v2, where v1, v2 2 E.
Hence

w1 + tw2 = �v0 + v1 � tv0 + tv2 = �v0 + t
�
2

�
1

2
v1 +

1

2
v2

�
� v0

�
+ (1� t) v1:

Since E is a¢ ne, z := 1
2v1+

1
2v2 belongs to E, and in turn so does v := 2z�1v0,

and so also tv + (1� t) v1. Hence w1 + tw2 = �v0 + (tv + (1� t) v1) 2 W , by
de�nition of W .
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2.2 Operations Preserving Convexity

Proposition 60 If V , W are vector spaces and E � V , F � W are a¢ ne
(respectively convex), then E � F is a¢ ne (respectively convex).

Proof. We give the proof only for convex sets. Let z1, z2 2 E � F and let
� 2 (0; 1). Then there exist v1, v2 2 E and w1, w2 2 F such that z1 = (v1; w1)
and z2 = (v2; w2). Hence

�z1 + (1� �) z2 = � (v1; w1) + (1� �) (v2; w2)
= (�v1 + (1� �) v2; �w1 + (1� �)w2) 2 E � F;

where we have used the convexity of E and F .
Given two vectors spaces V and W , an a¢ ne transformation T : V ! W

consists of a linear transformation followed by a translation, that is T can be
written as

T (v) = L (v) + w0; v 2 V;
where L : V !W is linear and w0 2W is a �xed vector. A¢ ne transformations
preserve convexity.

Proposition 61 Let V and W be two vector spaces, let T : V ! W be an
a¢ ne transformation and let E � V be a¢ ne (respectively convex). Then T (E)
is a¢ ne (respectively convex).

Proof. We give the proof only for convex sets. Let w1, w2 2 T (E) and let
� 2 (0; 1). Then there exist v1, v2 2 E such that T (v1) = w1 and T (v2) = w2.
Hence

�w1 + (1� �)w2 = �T (v1) + (1� �)T (v2)
= � (L (v1) + w0) + (1� �) (L (v2) + w0)
= L (�v1 + (1� �) v2) + w0 = T (�v1 + (1� �) v2) ;

where we have used the linearity of L.

Remark 62 Some simple consequences of the previous proposition are the fol-
lowing:

(i) (Projection) If V , W are vector spaces and E � V �W is a¢ ne (re-
spectively convex), then the projection of E into either V or W is a¢ ne
(respectively convex). To see this, it su¢ ces to consider the linear trans-
formations

V �W ! V;
(v; w) 7! v;

V �W !W;
(v; w) 7! w:

(ii) If V , W are vector spaces by considering the linear transformations

V � V ! V;
(v; w) 7! v + w;

V ! V;
v 7! tv;

where t 2 R, it follows that if E1, E2 � V be a¢ ne (respectively convex),
then the sets E1 + E2 and tE1 are a¢ ne (respectively convex).
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The arbitrary intersection of convex sets is still convex, but in general the
union is not (the simplest example is the union of two disjoint closed segments
on the real line).

Proposition 63 Let V be a vector space and let fE�g�2J be an arbitrary family
of a¢ ne (respectively convex) subsets of V . Then

E� :=
\
�2J

E�

is a¢ ne (respectively convex). If fE�g�2J is totally ordered with respect to
inclusion (that is, for �, � 2 J , either E� � E� or E� � E�), then

E+ :=
[
�2J

E�

is a¢ ne (respectively convex).

Proof. We give the proof only for convex sets. Let v1, v2 2 E� and � 2 [0; 1].
Then v1, v2 2 E� for all � 2 J , and since E� is convex, �v1 + (1� �) v2 2 E�
for all � 2 J . Hence �v1 + (1� �) v2 2 E�.
Let v1, v2 2 E+ and � 2 [0; 1]. Then v1 2 E� and v2 2 E� for some �, � 2 J .

Then either E� � E� or E� � E�, say, E� � E�. It follows that v1, v2 2 E�,
and since E� is convex, �v1 + (1� �) v2 2 E�. Hence �v1 + (1� �) v2 2 E+.

Remark 64 In particular, if C � RN is convex and H is any hyperplane then
the intersection C\H is convex. Thus, sections of convex sets are convex. This
is useful for induction proofs on the dimension N .

Corollary 65 Let V be a vector space and let fEngn2N be a sequence of a¢ ne
(respectively convex) subsets of V . Then

lim inf
n!1

En :=

1[
k=1

\
i=k

Ei

is a¢ ne (respectively convex).

Proof. We give the proof only for convex sets. By the previous proposition
the sets

Fk :=
\
i=k

Ei

are convex. Since the sequence fFkg is increasing, the set

lim inf
n!1

En =
1[
k=1

Fk

is convex.
We consider next the case in which V is the Euclidean space RN .
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Theorem 66 If C � RN is convex, then for every � > 0 the set

C� :=
�
x 2 RN : dist (x;C) < �

	
is convex.

Proof. Let x1, x2 2 C� and � 2 (0; 1). By the de�nition of C� we may �nd
y1, y2 2 C such that

jx1 � y1j < �; jx2 � y2j < �:

Since C is convex, �y1 + (1� �) y2 belongs to C, and so

j�x1 + (1� �)x2 � (�y1 + (1� �) y2)j = j� (x1 � y1) + (1� �) (x2 � y2)j
� � jx1 � y1j+ (1� �) jx2 � y2j < �;

which implies that �x1 + (1� �)x2 2 C�.

Remark 67 The same proof works in a normed space. Note that taking a line
in R2 shows that the previous result does not hold for a¢ ne sets.

Corollary 68 If C � RN is convex, then so is its closure C.

Proof. First proof: Let �n ! 0+. Since

C =
1\
k=1

C�n ;

the result follows from the previous theorem and Proposition 63.
Second proof: Let x1, x2 2 C and � 2 (0; 1). Then there exist two sequences
fyng and fzng contained in C such that yn ! x1 and zn ! x2. Since C is
convex, �yn + (1� �) zn 2 C for all n, and since

lim
n!1

�yn + (1� �) zn = �x1 + (1� �)x2;

it follows that �x1 + (1� �)x2 2 C.

Proposition 69 Let C � RN be a convex set. If x1 2 C� and x2 2 C, then

x := �x1 + (1� �)x2 2 C�

for all 0 < � � 1. In particular, the interior of C is convex.

Proof. Since x1 2 C� and x2 2 C, we may �nd r > 0 and a sequence
fyng � C such that B (x1; r) � C and yn ! x2. We claim that B (x; �r) � C.
To see this, note that if y 2 B (x; �r), then jy � xj < �r, or equivalently,����y� � (1� �)�

x2 � x1
���� < r:
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Since yn ! x2 we may �nd n 2 N so large that����y� � (1� �)�
yn � x1

���� < r:

Thus y
� �

(1��)
� yn 2 B (x1; r) � C, which implies that

y

�
� (1� �)

�
yn = � 2 C:

In turn, y = (1� �) yn + �� 2 C, and the proof is complete.
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Corollary 70 If C � RN is a convex set and C� is nonempty, then the closure
of C� is the closure of C and the interior of C is C�.

Proof. Since C� � C, we have that C� � C. Conversely, if x1 2 C� and
x2 2 C, then �x1+(1� �)x2 2 C� 0 � � < 1. Since lim�!0+ �x1+(1� �)x2 =
x2, it follows that x2 2 C�. Hence, C� = C.
Next C � C, and so C� �

�
C
��
. If x 2

�
C
�� n C�, let x1 2 C�. Since

x 2
�
C
��
there exists B (x; r) � C. Pick a point y 2 B (x; r) on the segment

xx1 on the opposite side of x1, so that x = �y + (1� �)x1 for some � 2 (0; 1).
In view of the previous theorem, we have that x 2 C�. This is a contradiction.
Thus,

�
C
��
= C�.

2.3 A¢ ne and Convex Hulls

Let V be a vector space. If v1; : : : ; vn 2 V and �1; : : : ; �n 2 R with �1+: : :+�n =
1, then the vector v := �1v1 + : : : + �nvn is called an a¢ ne combination of
v1; : : : ; vn 2 V . If in addition �i 2 [0; 1], then v := �1v1 + : : :+ �nvn is called a
convex combination of v1; : : : ; vn 2 V .

Proposition 71 Let V be a vector space. A set E � V is a¢ ne (respectively
convex) if and only if every a¢ ne (respectively convex) combination of elements
of E belongs to E.

Proof. We give the proof only for convex sets. If a set contains every convex
combination of its elements, then it is convex (take n = 2). Conversely, assume
that E is convex. The proof is by induction on the number n of elements in
the convex combination. If n = 2, this is just the de�nition that E is convex.
Assume that the result is true for n 2 N and let�s prove it for n + 1. Let
v1; : : : ; vn+1 2 E, �1; : : : ; �n+1 2 [0; 1], with �1 + : : : + �n+1 = 1, and v :=
�1v1 + : : :+ �n+1vn+1. If �n+1 = 1, then v = vn+1 2 V and there is nothing to
prove. Thus, assume that �n+1 < 1. Then �1 + : : :+ �n = 1� �n+1 > 0, and so
we may rewrite v as

v = (�1 + : : :+ �n)

�
�1

�1 + : : :+ �n
v1 + : : :+

�n
�1 + : : :+ �n

vn

�
+ �n+1vn+1:

By the inductive hypothesis, the point

z :=
�1

�1 + : : :+ �n
v1 + : : :+

�n
�1 + : : :+ �n

vn

belongs to E, and since v = (�1 + : : :+ �n) z + �n+1vn+1, by the convexity of
the set E we have that v belongs to E and the proof is complete.
Given any set E � V , the convex hull co (E) is the intersection of all convex

sets that contain E.
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Proposition 72 Let V be a vector space and let E � V . Then

co (E) =

(
nX
i=1

�ivi : n 2 N;
nX
i=1

�i = 1; �i � 0; vi 2 E; i = 1; : : : ; n
)
: (18)

Proof. If F is any convex set that contains E, then it must contain all
convex combinations of elements of E, and so

F �
(

nX
i=1

�ivi : n 2 N;
nX
i=1

�i = 1; �i � 0; vi 2 E; i = 1; : : : ;n
)
=: G:

Since this holds for all convex sets containing E, it follows that

co (E) � G.

To prove the opposite inclusion it su¢ ces to show that G is convex and contains
E. The latter assertion follows from the fact that if u 2 E, then we can take
n = 1 and �1 = 1. To show that G is convex, let 0 � � � 1 and let u, v 2 V be
of the form

u =
nX
i=1

�ivi, v =
lX

j=1

sjwj ,

where
Pn

i=1 �i =
Pl

j=1 sj = 1, �i, sj � 0, vi, wj 2 E, i = 1; : : : ; n, j = 1; : : : ; l.
Note that without loss of generality, we may always assume that n = l. Indeed, if
n 6= l, say n > l, then it su¢ ces to set sl+1; : : : ; sn := 0 and wl+1; : : : ; wn := w1.
Then

�u+ (1� �) v =
nX
i=1

��ivi +
nX
i=1

(1� �) siwi,

which is still a convex combination of elements of E, and so it belongs to G.
Note that without loss of generality, in (18) one may consider only posi-

tive coe¢ cients �i. Carathéodory�s theorem improves (18) in that it limits the
number of terms in the convex combination to at most N + 1.

Theorem 73 (Carathéodory) Let E � RN . Then

coE =

(
N+1X
i=1

�ixi :
N+1X
i=1

�i = 1, �i � 0, xi 2 E, i = 1; : : : ; N + 1

)
.

Proof. Fix x 2 coE and let

S := f` 2 N : x is a convex combination of ` vectors of Eg :

Note that by the previous proposition, S is nonempty. Let k := minS. We
claim that k � N + 1. Assume by contradiction that k > N + 1 and let

x =
kX
i=1

�ixi;
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where
Pk

i=1 �i = 1, �i 2 (0; 1), xi 2 E, i = 1; : : : ; k. Since k � 1 > N , the
k � 1 vectors x2 � x1; : : : ; xk � x1 are linearly dependent, and so we may �nd
s2; : : : ; sk 2 R not all zero such that

kX
i=2

si (xi � x1) = 0:

Let s1 := �
Pk

i=2 si. Then
Pk

i=1 sixi = 0 and
Pk

i=1 si = 0. Since not all the si
are zero, there must be positive ones. De�ne

c := min

�
�i
si
: si > 0; i = 1; : : : ; k

�
and let m be such that c = �m

sm
. Then �i � csi � 0 for all i = 1; : : : ; k (if

si > 0, then this follows from the de�nition of c, while if si � 0, then �csi � 0),
�m � csm = 0, and

kX
i=1

(�i � csi) =
kX
i=1

�i � c
kX
i=1

si = 1� 0:

Since

x =
kX
i=1

�ixi =
kX
i=1

�ixi � 0 =
kX
i=1

(�i � csi)xi;

we have written x as a convex combination of less than k elements (�m� csm =
0), which contradicts the de�nition of k.

Exercise 74 Prove that the convex hull of an open set A � RN is open.
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Analogously, the a¢ ne hull a� (E) is the intersection of all a¢ ne sets that

contain E. Reasoning as in the proof of Proposition 72, it can be shown that

a� (E) =

(
nX
i=1

�ivi : n 2 N;
nX
i=1

�i = 1; �i 2 R; vi 2 E; i = 1; : : : ;n
)
:

2.4 Relative Interior

The relative interior of a set E � RN with respect to a� (E), denoted by
ria� (E), is the set of points x 2 E such that B (x; r) \ a� (E) � E for some
r > 0. A set E � RN is relatively open if ria� (E) = E.
The relative boundary of E with respect to a� (E), denoted by rba� (E), is

the set E n ria� (E).

Exercise 75 Let C � RN be a nonempty convex set and let T : RN ! RN be
a bijective a¢ ne transformation. Prove that

(i) T
�
C
�
= T (C);

(ii) ria� (T (C)) = T (ria� (C)).

Remark 76 The previous exercise shows that closures and relative interiors
are preserved under bijective a¢ ne transformations. Hence if a� (C) is the
translation of a subspace of RN of dimension m, there exists a bijective a¢ ne
transformation T : RN ! RN that carries a� (C) onto the subspace

fy = (y1; : : : ; ym; 0; : : : ; 0) : y1; : : : ; ym 2 Rg :

This subspace can be regarded as a copy of Rm. Hence it is often possible to
reduce a question about general convex sets to the case in which the convex set
has the whole space as its a¢ ne hull. Note that in this case the relative interior
is simply the interior of the set.

The dimension of a convex set C � RN (with at least two elements) is the
dimension of the translation of its a¢ ne hull thorough the origin. Note that
if the dimension of C is m, then there exist x0; : : : ; xm 2 C such that the m
vectors x1 � x0; : : : ; xm � x0 are linearly independent.

Proposition 77 Let C � RN be a nonempty convex set. Then ria� (C) is
convex and nonempty. Moreover, if x 2 C and x0 2 ria� (C), then

�x+ (1� �)x0 2 ria� (C)

for all 0 � � < 1.
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Proof. If C is a singleton, then ria� (C) = C, and so there is nothing to
prove. Thus assume that C has at least two elements. By Exercise 75 and the
previous remark, without loss of generality, we may assume that the convex set
has the whole space as its a¢ ne hull. Note that in this case the relative interior
is simply the interior of the set and so it remains to show that C� is nonempty.
Applying an a¢ ne transformation, if necessary, we may assume that the vectors

e1 = (1; 0; : : : ; 0) ; : : : ; eN = (0; : : : ; 0; 1)

belong to C. Since 0 2 C, any point of the form

w =
NX
i=1

�iei = 0

 
1�

NX
i=1

�i

!
+

NX
i=1

�iei;

where
Pn

i=1 �i � 1 and �i � 0 for all i = 1; : : : ; N , belongs to C. Hence,(
(x1; : : : ; xN ) :

nX
i=1

xi � 1; xi � 0; i = 1; : : : ; N
)
� C:

Since the interior of the set f(x1; : : : ; xN ) :
Pn

i=1 xi � 1; xi � 0; i = 1; : : : ; Ng
is (

(x1; : : : ; xN ) :
nX
i=1

xi < 1; xi > 0; i = 1; : : : ; N

)
;

which is clearly nonempty, we have proved that C� is nonempty. The second
part of the statement follows from Proposition 69.

Example 78 Note that if C1 � C2 are two nonempty convex sets, then in
general one cannot conclude that

ria� (C1) � ria� (C2) .

Indeed, let C2 be the closed unit cube in R3 and let C1 be one of its faces. Then
ria� (C2) is the open unit cube, while ria� (C1) is the face without its four edges.
Hence ria� (C1) and ria� (C2) are disjoint and nonempty.

Proposition 79 Let C1, C2 be two nonempty convex sets of RN . Then the
following three conditions are equivalent:

(i) C1 = C2;

(ii) ria� (C1) = ria� (C2);

(iii) ria� (C1) � C2 � C1.

Proof. We begin by observing that by Corollary 70 and remark 76 for any
nonempty convex set C � RN ,

C = ria� (C), ria�
�
C
�
= ria� (C) . (19)
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If (i) holds, then by (19),

ria� (C1) = ria�
�
C1
�
= ria�

�
C2
�
= ria� (C2) ,

that is, (ii) is true.
Similarly, if (ii) holds, then again by (19),

C1 = ria� (C1) = ria� (C2) = C2,

which is (i).
If (iii) holds, then by (19),

ria� (C1) � C2 � C1 = ria� (C1),

and (i) is satis�ed.
Finally, if (i) holds, then so does (ii), and we deduce that

ria� (C1) = ria� (C2) � C2 � C2 = C1,

which is (iii).

Exercise 80 Let C1, C2 be two nonempty convex sets of RN and let t 2 R.
Prove that

(i) ria� (tC1) = t ria� (C1);

(ii) ria� (C1 + C2) = ria� (C1) + ria� (C2).
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2.5 Projection

Theorem 81 Let C � RN be a nonempty closed convex set. Then for every
x 2 RN there exists a unique point y 2 C such that

jx� yj � jx� zj for all z 2 C: (20)

Moreover,
(x� y) � (z � y) � 0 for all z 2 C: (21)

Proof. Fix x 2 RN . For r > 0 su¢ ciently large, the set B (x; r) \ C is
compact and nonempty. Hence the continuous function

z 2 RN 7! jx� zj

attains a minimum on this set, say at y 2 B (x; r) \ C. Hence

jx� yj � jx� zj for all z 2 B (x; r) \ C:

If z 2 C nB (x; r), then jx� zj > r � jx� yj, and so we have shown (20).
To prove uniqueness, let y1 2 C be such that

jx� y1j � jx� zj for all z 2 C: (22)

Then y2 :=
(y+y1)
2 2 C and����x� (y + y1)2

���� < jx� yj ;
unless y1 = y.
To prove (21), note that by squaring both sides of (22) we get

jx� yj2 � jx� zj2 for all z 2 C:

In particular, for any w 2 C, taking z := y + � (w � y) 2 C, 0 < � � 1, in the
previous inequality yields

0 � (x� y) � (x� y)� (x� z) � (x� z)
= (x� y) � (x� y)� (x� y � � (w � y)) � (x� y � � (w � y))
= 2� (x� y) � (w � y)� �2 (w � y) � (w � y) :

Dividing by 2� > 0 and letting � ! 0+ gives

0 � (x� y) � (w � y) ;

which is (21).
The point y is the projection of the point x onto C and is denoted pC (x).
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Exercise 82 Let C � RN be a nonempty closed convex set.

(i) Prove that if x 2 RN and if a point y 2 C satis�es (21), then

jx� yj � jx� zj for all z 2 C;

that is, y = pC (x).

(ii) Prove that the mapping pC : RN ! C is Lipschitz continuous with Lip-
schitz constant less than or equal one, that is

jpC (x)� pC (x1)j � jx� x1j

for all x, x1 2 RN .

The existence and uniqueness of a projection mapping actually characterizes
convex sets.

Theorem 83 Let C � RN be a nonempty set with the property that to each
point x 2 RN n C there exists a unique nearest point in C. Then C is closed
and convex.

Proof. Step 1: Let fxng � C be such that xn ! x. We claim that x 2 C.
If not, then there exist a unique point y 2 C closest to x. This implies that

dist (x;C) = jx� yj > 0;

which is a contradiction since dist (x;C) � jx� xnj ! 0.
Step 2: If C is not convex, there exist two points x, y 2 C such that

the segment xy is not completely contained in C. Since C is closed (and so
its complement is open), by changing endpoints, we can actually assume that
xy \ C = fx; yg. Let x0 := x+y

2 and construct a ball B (x0; r0) � RN n C.
Consider the family F of all open balls whose contained in RN n C and that
contain B

�
x0;

r0
2

�
and let

R := sup
�
r : B (z; r) 2 F for some z 2 RN

	
:

Note that R < 1, since if the radii get too large the balls must contain x
and y in their inside. In turn the set of centers is bounded. Hence by a simple
compactness argument there exists a ball B (z;R) 2 F , (consider B (zn; rn) 2 F
such that rn ! R and �nd a subsequence such that zn ! z. Then B (z;R) �
RN nC). By maximality, the ball B (z;R) touches C in a unique point p. There
are now two cases. If @B (z;R) \ @B

�
x0;

r0
2

�
is nonempty, then let q be the

unique point of intersection, while if the two boundaries don�t intersect, take
q to be z. For " > 0 su¢ ciently small, the ball " (q � p) + B (z;R) contains
@B
�
x0;

r0
2

�
and does not intersect C (otherwise B (z;R) would touch C into

two di¤erent points: we are moving away from p so if we touch we must touch
in a di¤erent point). Hence we can enlarge the ball slightly to get a larger
ball contained in RN n C and that contains B

�
x0;

r0
2

�
. This contradicts the

maximality of R.
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2.6 Separating Theorems

In this section we prove some separation theorems for convex sets in RN . Their
counterparts in the in�nite-dimensional setting are the Hahn�Banach theorems,
which are stated in the appendix.

Theorem 84 Let C, K � RN be nonempty disjoint convex sets, with C closed
and K compact. Then there exist a vector b 2 RN nf0g and two numbers � 2 R
and " > 0 such that

b � x � �� " for all x 2 C and b � x � �+ " for all x 2 K.

Proof. De�ne
C0 := C �K:

Then C0 is closed. Indeed, if zn 2 C0 is such that zn ! z, then writing
zn = xn � yn, where xn 2 C and yn 2 K, by compactness there exists a
subsequence fynkg of fyng that converge to some y 2 K. In turn, xnk =
znk + ynk ! z + y =: x 2 C, since C is closed, and thus z = x� y 2 C0.
Since C and K are disjoint, we have that 0 does not belong to C0. Let

y0 2 C0 be the projection of 0 onto C0. Then y0 6= 0 (since 0 =2 C0) and by (21),

�y0 � (z � y0) � 0 for all z 2 C0;

or equivalently
�y0 � z � � jy0j2 < 0 for all z 2 C0:

De�ne b := 0� y0. Then

b � z � � jbj2 < 0 for all z 2 C0:

Writing z = x� y, with x 2 C and y 2 K, we get

b � x� b � y � � jbj2 < 0 for all x 2 C and y 2 K:

Taking �rst the supremum over all x 2 C and then over all y 2 K, and using
the fact that sup (�E) = � inf E, gives

sup
x2C

(b � x)� inf
y2K

b � y � � jbj2 < 0;

which gives
sup
x2C

(b � x) + jbj2 � inf
y2K

b � y:

This is the desired inequality.

Exercise 85 Prove that a nonempty closed convex set C � RN is given by the
intersection of all the closed half-spaces that contain it.
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Exercise 86 Let x1; : : : ; xk 2 RN be linearly independent vectors and let si,
s
(n)
i 2 R, i = 1; : : : ; k, n 2 N. Prove that if

lim
n!1

kX
i=1

s
(n)
i xi =

kX
i=1

sixi,

then limn!1 s
(n)
i = si for every i = 1; : : : ; k.

Exercise 87 Let C � RN be a nonempty convex set and let x 2 C and x0 2
ria� (C).

(i) Prove that x0 + t (x0 � x) 2 a� (C) for all t 2 R.

(ii) Prove that the function g : R! a� (C), de�ned by g (t) := x0+ t (x0 � x),
t 2 R, is continuous.

(iii) Prove that x0 + t (x0 � x) 2 ria� (C) for all t su¢ ciently small.

Theorem 88 Let C1, C2 � RN be nonempty convex sets. Then there exist a
vector b 2 RN n f0g and � 2 R such that

b � x � � for all x 2 C1 and b � x � � for all x 2 C2,

and C1[C2 is not contained in the hyperplane
�
x 2 RN : b � x = �

	
if and only

if ria� (C1) \ ria� (C2) = ;.

Proof. Step 1: Assume that C1, C2 � RN are nonempty convex sets with
ria� (C1) \ ria� (C2) = ;. De�ne

C := C1 � C2.

By Exercise 80,
ria� (C) = ria� (C1)� ria� (C2) ,

and so by hypothesis 0 =2 ria� (C). To complete the proof in this case it su¢ ces
to prove that there exists b 2 RN n f0g such that b � x � 0 for all x 2 C with
strict inequality for at least one element of C. There are two cases. If 0 =2 C
then it su¢ ces to apply Theorem 84 to the closed set C and the compact set
f0g. Thus assume that 0 2 C. De�ne the set

E =
[
t>0

t ria� (C) .

Then E is convex, ria� (C) � E � a� (E), and 0 =2 E. Since ria� (C) is non-
empty by Proposition 77 and RN is �nite-dimensional, there is a �nite maxi-
mal (with respect to inclusion) set of linearly independent vectors x1; : : : ; xk 2
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ria� (C). Again by Proposition 77 we have that ria� (C) is convex, and so the
vector

x0 :=
kX
i=1

1

k
xi

belongs to ria� (C). We claim that �x0 =2 E. Indeed, assume by contradiction
that �x 2 E and �nd a sequence fwng � E converging to �x0. Then by
de�nition of E we may write each wn as wn = tn�n, where tn > 0 and �n 2
ria� (C). Since x1; : : : ; xk form a maximal set of linearly independent vectors
in ria� (C), each �n can be written as their linear combination (and so can
wn = tn�n). Thus we may write

wn =
kX
i=1

s
(n)
i xi

for some s(n)i 2 R, i = 1; : : : ; k. Hence

lim
n!1

kX
i=1

s
(n)
i xi = lim

n!1
wn = �x0 =

kX
i=1

�
�1
k

�
xi.

By Exercise 86 this implies that limn!1 s
(n)
i = � 1

k for every i = 1; : : : ; k. Fix

n 2 N so large that s(n)i < 0 for every i = 1; : : : ; k and set

s :=
kX
i=1

s
(n)
i < 0.

By the convexity of the set E we have that

0 =
1

1� swn +
kX
i=1

 
� s

(n)
i

1� s

!
xi 2 E,

which is a contradiction.
This shows that �x0 =2 E. We are now in a position to apply Theorem 84

to the closed set E and the compact set f�x0g to �nd a vector b 2 RN n f0g
and two numbers � 2 R and " > 0 such that

b � x � �� " for all x 2 E and b � (�x0) � �+ ".

By the de�nition of E, for any x 2 ria� (C) and t > 0 we have that tx 2 E, and
so from the previous inequality we get

b � x � �� "
t

for all t > 0.

Letting t! 0+ and t!1 yield ��" � 0 and b �x � 0, respectively. Moreover,
b � x0 � � (�+ ") < 0. Hence we have proved that b � x � 0 for all x 2 ria� (C)
with the strict inequality at x0 2 ria� (C).
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Step 2: To prove the converse implication assume that there exist a vector
b 2 RN n f0g and � 2 R such that

b � x � � for all x 2 C1 and b � x � � for all x 2 C2 (23)

and C1 [C2 is not contained in the hyperplane
�
x 2 RN : b � x = �

	
. As in the

previous step de�ne
C := C1 � C2.

By Exercise 80,
ria� (C) = ria� (C1)� ria� (C2) .

Thus it su¢ ces to show that 0 =2 ria� (C). By (23),

b � x � 0 for all x 2 C

with the strict inequality for at least one element x0 2 C. Assume by contra-
diction that 0 2 ria� (C). Then by Exercise 87,

0 + " (0� x0) 2 C

for all " > 0 su¢ ciently small. This implies that b � (�"x0) � 0, which is a
contradiction since b � x0 < 0.
As a consequence of the previous separation theorem we obtain the following

result.

Corollary 89 Let C1 � C2 � RN be nonempty convex sets. Then there exist
b 2 RN n f0g and � 2 R such that

b � x = � for all x 2 C1 and b � x � � for all x 2 C2

if and only C1 \ ria� (C2) = ;.

Exercise 90 Prove the previous corollary.
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De�nition 91 Let C � RN be a convex set. A point x0 2 C is called an
extreme point of C if x0 is not an interior point of any segment contained in
C, that is, if there do not exist x1, x2 2 C and � 2 (0; 1) such that x0 =
�x1 + (1� �)x2.

Example 92 A line has no extreme points. The extreme points of a closed ball
are the its boundary, while the extreme points of a closed cube are its vertices.

Theorem 93 Let C � RN be convex and compact. Then C is the convex hull
of its extreme points.

Proof. The proof is done by induction on the dimension m of the set C.
If m = 0 or m = 1, then C is a point and a closed segment, respectively, and
so there is nothing to prove. Assume that the result is true for any convex and
compact set of dimension at most m, where m � N � 1 and let C � RN be a
convex and compact set of dimension m+ 1. As in Remark 76 we may assume
that C � Rm+1. If x0 2 @C, then by the previous corollary (with C1 = fx0g
and C2 = C�) we may �nd b 2 Rm+1 n f0g and � 2 R such that

b � x0 = � and b � x � � for all x 2 C�:

Let H be the hyperplane (in Rm+1) of equation b�x = �. Then H\C is compact
and has dimension at most m. Hence by the induction hypothesis x0 may be
written as a convex combination of extreme points of H \ C. To conclude the
proof in this case, it remains to show that an extreme point of H \ C is also
an extreme point of C. Thus let x 2 H \ C be an extreme point of H \ C and
assume that there exist x1, x2 2 C and � 2 (0; 1) such that x = �x1+(1� �)x2.
Then at least one of x1, x2 2 C, say x1, does not belong to H, so that b �x1 > �,
while b � x2 � �. Multiply the �rst inequality by � 2 (0; 1) and the second by
(1� �) and add them to �nd

b � x = b � (�x1 + (1� �)x2) > �;

which contradicts the fact that x 2 H. This shows that if x0 2 @C, then x0 may
be written as a convex combination of extreme points of C. On the other hand,
if x0 2 C�, then any line through x0 intersects @C in two points x1, x2 2 C.
Since x1, x2 are convex combinations of extreme points of C and x0 is a convex
combination of x1, x2, it follows that x0 is a convex combinations of extreme
points of C.

3 Convex Functions

We now turn to the study of convex functions.

De�nition 94 Given a vector space V , a function f : V ! [�1;1] is said to
be
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(i) convex if
f (�v1 + (1� �) v2) � �f (v1) + (1� �) f (v2) (24)

for all v1, v2 2 V and � 2 (0; 1) for which the right-hand side is well-
de�ned;

(ii) strictly convex if

f (�v1 + (1� �) v2) < �f (v1) + (1� �) f (v2)

for all v1, v2 2 V , v1 6= v2, and � 2 (0; 1) for which the right-hand side is
well-de�ned;

(iii) proper if it is convex, does not take the value �1, and is not identically
1;

(iv) concave (respectively strictly concave) if �f is convex (respectively strictly
convex).

In (i) and (ii) the right-hand side is not de�ned only when f (v1) = �1 and
f (v2) = �1.
If E is a subset of the vector space V , then a function f : E ! [�1;1] is

said to be convex if the extension

�f (v) :=

�
f (v) if v 2 E;
1 if v =2 E,

is a convex function in V . Analogous de�nitions apply to the concept of strict
convexity, concavity, and strict concavity.

Example 95 Prove that:

(i) The function f : RN ! R de�ned by

f (x) := Ax � x;

where A is a symmetric matrix in RN�N , is convex if and only if A is
positive semide�nite.

(ii) If V is a vector space, the indicator function of a set E � V de�ned by

f (v) = IE (v) :=

�
0 if v 2 E;
1 if v =2 E;

is a convex function if and only if the set E is convex.

(iii) The function f : R! [�1;1] de�ned by

f (x) :=

8<: �1 if jxj < 1;
0 if jxj = 1;
1 if jxj > 1;

is convex and not proper.
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De�nition 96 Let E be a set and let f : E ! [�1;1] be any function. The
epigraph of f is the (possibly empty) set

epi f := f(v; t) 2 E � R : f (v) � tg :

Proposition 97 Let V be a vector space. A function f : V ! [�1;1] is
convex if and only if epi f is a convex set.

Proof. Assume that f is convex and let (v1; s), (v2; t) 2 epi f and � 2 (0; 1).
We claim that

� (v1; s) + (1� �) (v2; t) 2 epi f:

Indeed, since s � f (v1), t � f (x), it follows that

�s+ (1� �) t � �f (v1) + (1� �) f (v2) � f (�v1 + (1� �) v2) ;

where we have used the convexity of f . Hence the claim is proved.
Conversely, let epi f be a convex set, let v1, v2 2 V , and let � 2 (0; 1). If

f (v1) = �1 and f (v2) = �1, then the right-hand side of (24) is not well-
de�ned.
If f (v1) = 1 and f (v2) > �1 or f (v1) > �1 and f (v2) = 1, then

(24) holds. Thus assume that f (v1), f (v2) < 1 and let s � f (v1), t �
f (v2). Since (v1; s), (v2; t) 2 epi f it follows from the convexity of epi f that
� (v1; s) + (1� �) (v2; t) 2 epi f , that is,

f (�v1 + (1� �) v2) � �s+ (1� �) t:

The convexity of f follows by letting s& f (v1) and t& f (v2).
Let V be a vector space. The e¤ective domain of a function f : V ! [�1;1]

is the set
dome f := fv 2 V : f (v) <1g :

We observe that if f is convex, then the e¤ective domain of f is a convex
set, and that

epi f := f(v; t) 2 dome f � R : f (v) � tg :

Exercise 98 Prove that if f : RN ! [�1;1] is a convex function, then

ria� (epi f) = f(v; t) 2 ria� (dome f)� R : f (v) � tg
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Remark 99 Note that if f : RN ! [�1;1] is a convex function, �nite at
some point in the interior of dome f , then f is proper. Indeed, suppose that
f (x0) 2 R for some x0 in the interior of dome f , and that f (x) = �1 for some
x 2 RN . Let B (x0; r) � dome f . Let " > 0 be so small that j" (x0 � x)j < r,
i.e., x0 + " (x0 � x) 2 B (x0; r). Set � := "

1+" . Note that

x0 = �x+ (1� �) (x0 + " (x0 � x)) ;

and due to the convexity of f we conclude that f (x0) = �1, which is a contra-
diction.

Note that if f is convex and c > 0, then cf is still convex, the sum of
two convex functions f and g is convex (we set (f + g) (v) := +1 whenever
f (v) = �1 and g (v) = �1), and the pointwise supremum of an arbitrary
family of convex functions is again a convex function. If f is convex and if
g : [�1;1]! [�1;1] is convex and nondecreasing, then g � f is convex.
Most of the result in Subsection 1.3 continue to hold.

Theorem 100 Let V be a vector space, let f : V ! [�1;1] and g : V !
[�1;1] be convex, and let � � 0. Then f + g and �f are convex.

Proof. Since f and g are convex,

f (�v + (1� �)w) � �f (v) + (1� �) f (w) ;
g (�v + (1� �)w) � �g (v) + (1� �) g (w)

for all v, w 2 V and � 2 (0; 1). The result now follows by summing the two
inequalities and by multiplying the second by � � 0.

Theorem 101 Let V be a vector space, let f : V ! R convex and g : R !
(�1;1] be convex and increasing. Then g � f : V ! (�1;1] is convex.

Proof. For all v, w 2 V and � 2 (0; 1), we have

(g � f) (�v + (1� �)w) = g (f (�v + (1� �)w))
g increasing

� g (�f (v) + (1� �) f (w))
g convex
� �g (f (v)) + (1� �) g (f (w)) :

Example 102 If f : RN ! [0;1] is convex, then taking

g (t) :=

�
tp if t � 0;
0 if t < 0;
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where p � 1, or

g (t) :=

� p
t2 + 1 if t � 0;

1 if t < 0;

it follows that the functions

 1 (x) := (f (x))
p
;  2 (x) :=

p
f2 (x) + 1

are convex. In particular, if f (x) := jxj, then the functions  1 (x) := jxjp and
 2 (x) :=

q
jxj2 + 1 are convex.

Theorem 103 Let V be a vector space, let f� : V ! [�1;1], � 2 �, be an
arbitrary family of convex functions, and let

f (v) := sup
�2�

fa (v) ; v 2 V:

Then f : V ! [�1;1] is convex.

Proof. Since f� is convex, for all v, w 2 V and � 2 (0; 1),

f (�v + (1� �)w) = sup
�2�

f� (�v + (1� �)w) � sup
�2�

[�f� (v) + (1� �) f� (w)]

� � sup
�2�

f� (v) + (1� �) sup
�2�

f� (w) = �f (v) + (1� �) f (w) :

Theorem 104 Let V and W be vector spaces, let L : W ! V be a linear
transformation and let f : V ! [�1;1] be convex. Then the function g :W !
[�1;1], de�ned by

g (w) := f (L (w)) ; w 2W;

is convex.

Proof. Since f is convex, for all w1, w2 2W and � 2 (0; 1),

g (�w1 + (1� �)w2) = f (L (�w1 + (1� �)w2)) = f (�L (w1) + (1� �)L (w2))
� �f (L (w1)) + (1� �) f (L (w2)) = �g (w1) + (1� �) g (w2) :

Theorem 105 Let V and W be vector spaces, let L : V ! W be a linear
onto transformation and let f : V ! [�1;1] be convex. Then the function
 :W ! [�1;1], de�ned by

 (w) := inf ff (v) : L (v) = wg ; w 2W;

is convex.
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Proof. Fix w1, w2 2 W and � 2 (0; 1). If  (w1) = 1 or  (w2) = 1,
then there is nothing to prove. Thus, assume that  (w1) <1 or  (w2) <1.
Let v1, v2 2 V be such that L (v1) = w1 and L (v2) = w2 and f (v1) < 1,
f (v2) <1. Since L is linear,

L (�v1 + (1� �) v2) = �w1 + (1� �)w2;

and so

 (�w1 + (1� �)w2) � f (�v1 + (1� �) v2) � �f (v1) + (1� �) f (v2) :

Taking the in�mum over all such v1, v2 2 V yields

 (�w1 + (1� �)w2) � � (w1) + (1� �) (w2) :

3.1 Regularity of Convex Functions

In this section we address continuity and di¤erentiability properties of convex
functions.
In the �rst result we prove that real-valued convex functions on �nite-

dimensional spaces are locally Lipschitz. This is hinged on the following char-
acterization of convex functions on the real line.
If E is a subset of RN and f : E ! R, then the oscillation of f on E is

de�ned by
osc (f ;E) := sup fjf (x1)� f (x2)j : x1,x2 2 Eg .

Theorem 106 If f : B (x0; 2r) � RN ! R is convex, then

Lip (f ;B (x0; r)) �
osc (f ;B (x0; 2r))

r
:

In particular, any convex function f : RN ! (�1;1] is locally Lipschitz in the
interior of its e¤ective domain dome f .
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Proof. Step 1: Without loss of generality we may assume that x0 = 0.2

To see this, assume that osc (f ;B (x0; 2r)) is �nite and let w, x 2 B (x0; r). Fix
0 < " < r. Suppose that f (x) � f (w) and choose � to be a point of intersection
of @B (x0; 2r � ") with the ray from w through x such that jw � �j � r � ".
De�ne g (t) := f (w + t�) , where � = (x� w) = jx� wj. Since f is convex, then
g is convex, and so, using the fact that j� � wj � jx� wj we have

g (jx� wj)� g (0)
jx� wj � g (j� � wj)� g (0)

j� � wj ,

or equivalently

f (x)� f (w)
jx� wj � f (�)� f (w)

j� � wj � osc (f ;B (0; 2r))

r � " ,

where we have used the fact that jw � �j � r � ". Letting "! 0+ yields

f (x)� f (w)
jx� wj � osc (f ;B (0; 2r))

r
= L. (25)

Step 2: Here we prove that if x0 belongs to the interior of dome f , then there
exists a neighborhood of x0 on which f is bounded and thus its oscillation is
�nite.
Without loss of generality we may assume that x0 = 0, and consider in RN

the equivalent norm

kxk1 := max fjxij : i = 1; : : : ;Ng .

Let " > 0 be such that B1 (0; 2") � dome f and set

a := max ff (x) : xi 2 f�"; 0; "g , i = 1; : : : ;Ng .

We claim that
f (x) � a for all x 2 B1 (0; "). (26)

Indeed, let x, w 2 B1 (0; ") with wi 2 f�"; 0; "g, i = 1; : : : ; N . If xN 6= 0 write

xN =
jxN j
"
(sgnxN ) "+

�
1� jxN j

"

�
0.

By the convexity of f we have

f (w1; : : : ; wN�1; xN ) �
jxN j
"
f (w1; : : : ; wN�1; (sgnxN ) ")

+

�
1� jxN j

"

�
f (w1; : : : ; wN�1; 0) � a.

2 In the proof of this theorem, x(i) denotes a vector of RN , while xi is the ith component
of a vector x 2 RN .
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The same inequality holds if xN = 0. Similarly, if xN�1 6= 0, then we have

f(w1; : : : ;wN�2; xN�1; xN )

�jxN�1j
"

f (w1; : : : ; wN�2; (sgnxN�1) "; xN )

+

�
1� jxN�1j

"

�
f (w1; : : : ; wN�2; 0; xN ) � a,

where we have used the previous inequality. Recursively we obtain (26).
Next we show that

f (x) � 2f (0)� a for all x 2 B1 (0; "): (27)

Writing

0 =
1

2
x+

1

2
(�x) ;

we have

f (0) = f

�
1

2
x+

1

2
(�x)

�
� 1

2
f (x) +

1

2
f (�x) � 1

2
f (x) +

1

2
a;

and so
f (x) � 2f (0)� a;

where we have used (26).

Remark 107 It follows from the previous proof (see (27)) that if f : B1 (x0; 2r) �
RN ! R is convex, then

inf
B1(x0;r)

f � 2f (x0)� sup
B1(x0;r)

f:

Corollary 108 Let f : RN ! (�1;1] be a proper convex function. Then the
restriction of f to ria� (dome f) is locally Lipschitz. In particular, if dome f is
a¢ ne, then the restriction of f to dome f is locally Lipschitz.

Proof. If dome f consists of a point, then there is nothing to prove. If
dome f has more than one point, by Proposition 59,

a� (dome f) = x0 +W;

where x0 2 dome f and W is a subspace of RN of dimension 1 � ` � N .
Construct an a¢ ne transformation T : R` ! RN such that T

�
R`
�
= x0 +W

and T : R` ! x0 +W is bijective. De�ne

g (w) := f (T (w)) ; w 2 R`:

Then ria� (dome g) reduces simply to the interior of dome g. IfK � ria� (dome f)
is any compact set, then T�1 (K) is compact (since T : R` ! x0 +W is bijec-
tive) and so by Theorem 106 applied to g, there exists a constant LK > 0 such
that

jg (w1)� g (w2)j � LK jw1 � w2j
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for all w1, w2 2 T�1 (K), or equivalently,

jf (T (w1))� f (T (w2))j � LK jw1 � w2j

for all w1, w2 2 T�1 (K). Hence,

jf (x1)� f (x2)j � LK
��T�1 (x1)� T�1 (x2)�� � LKC jx1 � x2j

for all x1, x2 2 K.

Exercise 109 The previous corollary cannot be improved in general. Indeed,
let N = 2 and consider the function

f (x) = f (x1; x2) =

8>><>>:
(x2)

2

2x1
if x1 > 0,

0 if x1 = x2 = 0,
1 otherwise.

Prove that f is convex and lower semicontinuous in R2 and continuous every-
where except at the origin.

Corollary 110 Let A � RN be a relatively open convex set and let f� : A! R,
� 2 I, be an arbitrary family of convex functions such that for every x 2 A,

sup
�2I

jf� (x)j <1:

Then for every compact set K � A there exist two constants LK , MK > 0 such
that

jf� (x)j �Mk

for all x 2 K and all � 2 I, and

jf� (x)� f� (y)j � Lk jx� yj

for all x, y 2 K and all � 2 I.

Proof. As in the previous corollary, without loss of generality we may
assume that A is open. Fix any ball B1 (x0; 2r) � A. By Theorem 103 the
function

g (x) := sup
�2I

f� (x)

is convex, and since by hypothesis it is �nite on A, it is continuous by the
previous theorem. Hence there exists M > 0 such that

g (x) = sup
�2I

f� (x) �M

for all x 2 B1 (x0; 2r). Since

inf
�2I

f� (0) > �1;
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it follows by (27) that

f� (x) � inf
�2I

f� (0)�M =: m for all x 2 B1 (0; 2")

and all � 2 I. In turn, by (25),

jf� (x)� f� (y)j � (M �m) jx� yj

for all x, y 2 B1 (x0; r) and all � 2 I. A simple compactness argument now
gives the result for an arbitrary compact set K � A.

Exercise 111 Prove that the previous corollary continues to hold if we only
assume that

sup
�2I

f� (x) <1

for all x in a dense subset of A and

inf
�2I

f� (x0) > �1

for some x0 2 A.

Theorem 112 Let A � RN be a relatively open convex set and let fn : A! R,
n 2 N, be a sequence of convex functions. Assume that there exists a set E � A
such that E � A and for every x 2 E there exists in R the limit

f (x) := lim
n!1

fn (x) :

Then the limit f (x) := limn!1 fn (x) exists in in R for every x 2 A, the
function f : A ! R is convex, and ffng converges uniformly to f on any
compact subset of A.

Proof. Exercise.

De�nition 113 Given a function f : RN ! [�1;1] and a point x0 2 RN
such that f (x0) 2 R, the one-sided directional derivative of f at x0 in the
direction v 2 RN is de�ned by

@+f

@v
(x0) := lim

t!0+

f (x0 + tv)� f (x0)
t

whenever the limit exists.

Note that we allow the possibility that @
+f
@v (x0) takes the values 1 or �1.

Remark 114 Note that

lim
t!0�

f (x0 + tv)� f (x0)
t

= � lim
t!0�

f (x0 � t (�v))� f (x0)
�t

= � lim
s!0+

f (x0 + s (�v))� f (x0)
s

= � @+f

@ (�v) (x0) ;
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provided the limit exists. Hence if the directional derivative

@f

@v
(x0) := lim

t!0

f (x0 + tv)� f (x0)
t

exists, then necessarily,

@+f

@v
(x0) = lim

t!0+

f (x0 + tv)� f (x0)
t

= lim
t!0�

f (x0 + tv)� f (x0)
t

= � @+f

@ (�v) (x0) :
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Theorem 115 Let f : RN ! [�1;1] be convex and let x0 2 RN be such
that f (x0) 2 R. Then @+f

@v (x0) exists for all v 2 R
N . Moreover the function

p : RN ! [�1;1] de�ned by

p (v) :=
@+f

@v
(x0) ; v 2 RN ;

is convex, positively homogeneous of degree one, and

�p (�v) � p (v) (28)

for all v 2 RN .

Proof. To prove the existence of @
+f
@v (x0), it su¢ ces to consider the case

v 6= 0, since @+f
@0 (x0) = 0. Consider the function g : R! [�1;1] de�ned by

g (t) := f (x0 + tv) ; t 2 R:

Then g is convex and

g (t)� g (0)
t

=
f (x0 + tv)� f (x0)

t

for all t 2 R. Thus to prove that @+f
@v (x0) exists, it remains to show that

g0+ (0) exists. If there exists t1 > 0 such that g (t1) = �1, then by convexity
g (t) = �1 for all t 2 (0; t1] so that

g (t)� g (0)
t

= �1! �1

as t ! 0+. If there exists t1 > 0 such that g (t1) = 1, then by convexity
g (t) = 1 for all t > t1. Hence, if there is a decreasing sequence tn ! 0+ such
that g (tn) =1, then g (t) =1 for all t 2 (0; t1], and so

g (t)� g (0)
t

=1!1:

The only case left is the case g (t) 2 R for t > 0 near 0, which we already treated
in Theorem .
To prove that p is positively homogeneous of degree one, �x � > 0. Then

p (�v) =
@+f

@ (�v)
(x0) = lim

t!0+

f (x0 + �tv)� f (x0)
t

=

= � lim
t!0+

f (x0 + �tv)� f (x0)
�t

= � lim
s!0+

f (x0 + sv)� f (x0)
s

= �
@+f

@v
(x0) = �p (v) :
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Next we prove that p is convex, let v1, v2 2 RN , � 2 (0; 1), and t > 0. Assume
that the sum

�p (v1) + (1� �) p (v2)
is well-de�ned. Then for all t > 0 su¢ ciently small, so is the sum

�
f (x0 + tv1)� f (x0)

t
+ (1� �) f (x0 + tv2)� f (x0)

t
:

Hence, from the convexity of f ,

f (x0 + t (�v1 + (1� �) v2))� f (x0)
t

=
f (� (x0 + tv1) + (1� �) (x0 + tv2))� f (x0)

t

� �
f (x0 + tv1)� f (x0)

t
+ (1� �) f (x0 + tv2)� f (x0)

t
:

Letting t! 0+ yields

p (�v1 + (1� �) v2) � �p (v1) + (1� �) p (v2) :

Finally, to prove that �p (�v) � p (v) it su¢ ces to assume that p (v) < 1.
Then by convexity,

0 = p (0) = p

�
1

2
v +

1

2
(�v)

�
� 1

2
p (v) +

1

2
p (�v) ;

which gives the desired result.

Remark 116 Under the hypotheses of the previous theorem, we have that the
function p is subadditive in the sense that

p (v1 + v2) � p (v1) + p (v2) (29)

for all v1, v2 2 RN for which the right-hand side makes sense. Indeed, by
convexity and positive homogeneity of p we have

p (v1 + v2) = p

�
1

2
(2v1) +

1

2
(2v2)

�
� 1

2
p (2v1) +

1

2
p (2v2) = p (v1) + p (v2) :

Note that if f is di¤erentiable at x0, then p should be real-valued and linear. In
particular, equality should hold in (28) and (29).

Theorem 117 Let f : RN ! [�1;1] be convex and let x0 2 RN be such
that f (x0) 2 R. If all the the one-sided directional derivatives @+f

@ei
(x0) and

@+f
@(�ei) (x0), i = 1; : : : ; N , are �nite, then f is real-valued in a neighborhood of x0.

Moreover, if all the partial derivatives @f
@xi

(x0), i = 1; : : : ; N , exist (�nite), then
f is di¤erentiable at x0. In particular, any convex function f : RN ! (�1;1]
is di¤erentiable LN a.e. in the interior of its e¤ective domain dome f .
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Proof. Step 1: Since

lim
t!0+

f (x0 + tei)� f (x0)
t

=
@+f

@ei
(x0) 2 R

lim
t!0+

f (x0 � tei)� f (x0)
t

=
@+f

@ (�ei)
(x0) 2 R

for all i = 1; : : : ; N , there exists � > 0 such that����f (x0 � tei)� f (x0)t
� @+f

@ (�ei)
(x0)

���� � 1
for all 0 < t � � and all i = 1; : : : ; N . In particular,

jf (x0 � tei)j � C

for all 0 < t � � and all i = 1; : : : ; N .
De�ne

 (h) := f (x0 + h) ; h 2 B
�
0;
�

N

�
:

Then the function  is convex. Hence, if we write

h = (h1; : : : ; hN ) =
1

N
(Nh1e1 + : : :+NhNeN ) ;

for all h 2 B
�
0; �N

�
we have

 (h) =  

�
1

N
(Nh1e1 + : : :+NhNeN )

�
� 1

N
( (Nh1e1) + : : :+  (NhNeN )) � C:

From the de�nition of  and its convexity,

f (x0) =  (0) =  

�
h+ (�h)

2

�
� 1

2
[ (h) +  (�h)] � 1

2
[ (h) + C] ;

for all h 2 B
�
0; �N

�
, we have that

 (h) � 2f (x0)� C

for all h 2 B
�
0; �N

�
.

Step 2: By the previous step f is �nite in some B (x0; r) for some r > 0. De�ne

g (h) := f (x0 + h)� f (x0)�rf (x0) � h; h 2 B (0; r) :

Then the function g is convex, since it is given by the sum of a convex function
and a linear function. Hence, if we write

h = (h1; : : : ; hN ) =
1

N
(Nh1e1 + : : :+NhNeN ) ;
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for all h 2 B
�
0; rN

�
we have

g (h) = g

�
1

N
(Nh1e1 + : : :+NhNeN )

�
� 1

N
(g (Nh1e1) + : : :+ g (NhNeN )) :

(30)
Since

g (Nhiei) = f (x0 +Nhiei)� f (x0)�
@f

@xi
(x0)Nhi;

it follows from the de�nition of partial derivative that

lim
hi!0

g (Nhiei)

Nhi
= 0: (31)

For any x, y 2 RN by the Cauchy-Schwarz inequality

x1y1 + : : :+ xNyN � jxj jyj � jxj (jy1j+ : : :+ jyN j) :

Hence from (30) and using the fact that 0 = g (0) = 0, we get

g (h) �
X
i:hi 6=0

hi
g (Nhiei)

hiN
� jhj

X
i:hi 6=0

����g (Nhiei)hiN

���� :
Similarly,

g (�h) � jhj
X
i:hi 6=0

����g (�Nhiei)hiN

���� :
From the de�nition of g and its convexity,

0 = g (0) = g

�
h+ (�h)

2

�
� 1

2
[g (h) + g (�h)] ;

or equivalently g (h) � �g (�h). Thus,

� jhj
X
i:hi 6=0

����g (�Nhiei)hiN

���� � �g (�h) � g (h) � jhj
X
i:hi 6=0

����g (Nhiei)hiN

���� :
Diving by jhj and using (31) gives

0 = lim
h!0

g (h)

jhj = lim
h!0

f (x0 + h)� f (x0)�rf (x0) � h
jhj :

Step 3: Let f : RN ! (�1;1] be convex and for every �xed i = 1; : : : ; N , let

Ei :=

�
x 2 (dome f)� :

@f

@xi
exists at x for all

�
:

We claim that LN
�
(dome f)

� n Ei
�
= 0. For simplicity in the notation we

assume i = N . Write
x = (x0; t) 2 RN�1 � R:
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Fix any x0 2 RN�1 and consider the function

gx
0
(t) := f (x0; t) ; t 2 R:

If the line fx0g � R intersects (dome f)
�, �x any t0 2 R such that (x0; t0) 2

(dome f)
� and let I � R be the largest segment such that fx0g� I � (dome f)�.

Since the function gx
0
: I ! R is convex, it follows from Corollary 10 that gx

0

is di¤erentiable in I except on a countable number of points. Note that if gx
0
is

di¤erentiable at t0 2 I, then�
gx

0
�0
(t0) = lim

t!t0

gx
0
(t)� gx0 (t0)
t� t0

= lim
t!t0

f (x0; t)� f (x0; t0)
t� t0

=
@f

@xN
(x0; t0) :

Since the section�
(dome f)

��
x0
:=
�
t 2 R : (x0; t) 2 (dome f)�

	
is an open set in R we may write as a disjoint union of open intervals. Thus,
we have shown that @f

@xN
(x0; �) exists in

�
(dome f)

��
x0
except on a countable

number of points, that is, that the set
�
(dome f)

� n EN
�
x0
is countable. In

particular, L1
��
(dome f)

� n Ei
�
x0

�
= 0. By Tonelli�s theorem

LN
�
(dome f)

� n Ei
�
=

Z
RN�1

L1
��
(dome f)

� n Ei
�
x0

�
dx0 = 0:

This concludes the proof.

Remark 118 (i) If a function f : B (x0; r) � RN ! R is di¤erentiable at
x0, then

(a) all directional derivatives @f
@v (x0) exist;

(b) v 2 RN 7! @f
@v (x0) is linear, that is,

@f

@v
(x0) = rf (x0) � v; v 2 RN :

It is easy to construct (nonconvex) functions for which (a) and (b) hold,
but the function f is not di¤erentiable there. For example, the function

f (x; y) :=

�
x if y = x2;
0 otherwise

satis�es (a) and (b), but it is not di¤erentiable at (0; 0).

(ii) The second part of the proof follows also from Theorem 106 and Rademacher�s
theorem.
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(iii) It can actually be proved that

�
x 2 (dome f)� : f is not di¤erentiable at x

	
�

1[
n=1

Kn;

where Kn is compact and HN�1 (Kn) <1. (Anderson and Klee, Theorem
3.1 page 353).

(iv) It follows by the previous theorem that if x0 2 dome f n (dome f)�, for any
orthonormal basis fe1; : : : ; eNg, one of the one-sided directional deriva-
tives @+f

@ei
(x0) and

@+f
@(�ei) (x0) must be �1 for some i = 1; : : : ; N .
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Wednesday, March 5, 2008
Next we prove that di¤erentiable convex functions are of class C1.

Theorem 119 Let B � RN be an open ball. If f : B ! R is convex and E
is the set of points in B at which f is di¤erentiable, then rf : E ! RN is
continuous.

Proof. Let x0 2 E and de�ne

g (x) := f (x)� f (x0)�rf (x0) � (x� x0) , x 2 B.

Then the function g is convex and di¤erentiable in E. By Theorem 106,

jrf (x)�rf (x0)j = jrg (x)j � Lip (g;B (x0; r)) �
osc (g;B (x0; 2r))

r

for any x 2 E with jx� x0j < r and withB (x0; 2r) � B. Since f is di¤erentiable
at x0 we have that

lim
r!0+

sup
x2E; jx�x0j<r

jrf (x)�rf (x0)j � lim
r!0+

osc (g;B (x0; 2r))

r
= 0,

and thus rf (x)! rf (x0) as x! x0, x 2 E.

Remark 120 The (nonconvex) function

f (x) =

�
x2 sin2 1x � 1 if x 6= 0;
�1 if x = 0

is di¤erentiable in R, but f 0 is not continuous in R.

We will actually prove more, namely, that rf is a function of bounded
variation.

De�nition 121 Let 
 � RN be an open set. We say that a function g 2 L1 (
)
has bounded variation and we write g 2 BV (
), if there exist �nite signed
Radon measures �1; : : : ; �N 2M (
;R) such thatZ




@ 

@xi
g dx = �

Z



 d�i

for all i = 1; : : : ; N . We say that a function g 2 L1loc (
) has locally bounded
variation if g 2 BV (
0) for every open set 
0 �� 
.

Theorem 122 If f : B (x0; r) � RN ! R is convex, then @f
@xi

2 BVloc (B (x0; r)),
i = 1; : : : ; N .
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Proof. Without loss of generality assume that x0 = 0. Let  2 C1c (B (0; r))
and let 0 < " < dist (supp ; @B (0; r)). Let '" be a standard molli�er, and de-
�ne

f" (x) :=

Z
B(0;r)

'" (x� y) f (y) dy; x 2 B (0; r � ") :

We claim that f" is convex. To see this, let x1, x2 2 B (0; r � ") and � 2 (0; 1).
By a simple change of variables

f" (x) :=

Z
B(0;r)

'" (z) f (x� z) dz; x 2 B (0; r � ") ;

and so by the convexity of f and the fact that '" � 0,

f" (�x1 + (1� �)x2) =
Z
B(0;r)

'" (z) f (�x1 + (1� �)x2 � z) dz

=

Z
B(0;r)

'" (z) f (� (x1 � z) + (1� �) (x2 � z)) dz

� �

Z
B(0;r)

'" (z) f (x1 � z) dz + (1� �)
Z
B(0;r)

'" (z) f (x2 � z) dz

= �f" (x1) + (1� �) f" (x2) :

Since f" 2 C1 (B (0; r � ")), we have that its Hessian matrix
�

@2f"
@xi@xj

�N
i;j=1

is

semipositive de�nite. Hence for any vector � 2 RN

NX
i;j=1

@2f"
@xi@xj

(x) �i�j � 0; x 2 B (0; r � ") :

Moreover, integrating by parts twice yieldsZ
B(0;r)

 (x)

NX
i;j=1

@2f"
@xi@xj

(x) �i�j dx =

Z
B(0;r)

f" (x)

NX
i;j=1

@2 

@xi@xj
(x) �i�j dx:

Note that if  � 0, then so is the integral. Since f is continuous, we have that
f" converges uniformly to f in supp , and so letting "! 0+ we obtain that

L� ( ) :=

Z
B(0;r)

f (x)
NX

i;j=1

@2 

@xi@xj
(x) �i�j dx

for all  2 C1c (B (0; r)), with L� ( ) � 0 whenever  � 0. Since L� :  2
C1c (B (0; r)) ! R is linear and nonnegative, it follows by the Riesz represen-
tation theorem that there exists a measure �� : B (B (0; r)) ! [0;1] �nite on
compact sets, such that

L� ( ) =

Z
B(0;r)

 d��
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for all  2 C1c (B (0; r)).
Fix i, j = 1; : : : ; N . If i = j de�ne �ii := �ei . If i 6= j consider the vector

y =
ei+ej
2 . In this case,

NX
i;j=1

@2 

@xi@xj
(x) �i�j =

1

2

�
@2 

@xi@xi
(x) + 2

@2 

@xi@xj
(x) +

@2 

@xj@xj
(x)

�
;

and soZ
B(0;r)

f
@2 

@xi@xj
dx =

Z
B(0;r)

f
NX

i;j=1

@2 

@xi@xj
�i�j dx

� 1
2

"Z
B(0;r)

f
@2 

@xi@xi
dx+

Z
B(0;r)

f
@2 

@xj@xj
dx

#

=

Z
B(0;r)

 d� ei+ej
2

� 1
2

"Z
B(0;r)

 d�ei +

Z
B(0;r)

 d�ej

#

=

Z
B(0;r)

 d�ij ;

where �ij := � ei+ej
2

� 1
2�ei �

1
2�ej . Then we have proved that for all i, j =

1; : : : ; N and for all  2 C1c (B (0; r)),Z
B(0;r)

f
@2 

@xi@xj
dx =

Z
B(0;r)

 d�ij :

Integrating by parts, yields

�
Z
B(0;r)

@f

@xi

@ 

@xj
dx =

Z
B(0;r)

 d�ij ;

which implies that for every i = 1; : : : ; N , the weak partial derivatives of @f
@xi

are the signed measures �ij , j = 1; : : : ; N , that is, that
@f
@xi

2 BVloc (B (0; r)).
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Monday, March 17, 2008

3.2 Lower Semicontinuous Functions

De�nition 123 A function f : RN ! [�1;1] is said to be

(i) lower semicontinuous if the set
�
x 2 RN : f (x) � t

	
is closed for every

t 2 R.

(ii) upper semicontinuous if �f is lower semicontinuous (respectively sequen-
tially lower semicontinuous).

Exercise 124 Let f : RN ! [�1;1]. Prove that the following conditions are
equivalent:

(i) f is lower semicontinuous;

(ii) epi f is closed;

(iii) for every x0 2 RN
f (x0) � lim inf

x!x0
f (x) :

Exercise 125 Let ff�g be a (possibly uncountable) family of lower semicontin-
uous functions, f� : RN ! [�1;1].

(i) Prove that the function
f+ := sup

�
f�

is still lower semicontinuous.

(ii) Prove that if the family ff�g is �nite, then the function

f� := min
�
f�

is still lower semicontinuous.

De�nition 126 Given a function f : RN ! [�1;1], the lower semicontinu-
ous envelope lsc f : RN ! [�1;1] of f is de�ned by

lsc f (x) := sup
�
g (x) : g : RN ! [�1;1]
is lower semicontinuous, g � fg ; x 2 RN :

We now relate the various types of convex envelopes.

De�nition 127 Let f : RN ! [�1;1]. The lower semicontinuous envelope
lsc f : RN ! [�1;1] of f is de�ned by

lsc f (x) := sup
�
g (x) : g : RN ! [�1;1]
is lower semicontinuous, g � fg :
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Exercise 128 Prove that for any f : RN ! [�1;1],

lsc f (x) = inf
fxng

n
lim inf
n!1

f (xn) : fxng � RN ; xn ! x
o

= min

�
f (x) ; lim inf

y!x
f (y)

�
:

and that epi (lsc f) = epi f .

Proposition 129 Let f : RN ! [�1;1] be convex. Then lsc f is convex, and

epi (lsc f) = epi f:

Proof. Since f is convex, then epi f is convex by Proposition 97, and by
the previous exercise we have

epi (lsc f) = epi f;

hence epi (lsc f) is convex because it is the closure of a convex set, i.e., lsc f is
convex.
Corollary 108 implies in particular that the lower semicontinuous envelope

of a proper convex function coincides with the function except at most on the
relative boundary of its e¤ective domain. Indeed, we have the following result.

Theorem 130 Let f : RN ! (�1;1] be a proper convex function. Then lsc f
agrees with f everywhere except possibly on rba� (dome f). Moreover, for any
�xed x0 2 ria� (dome f) and for any x 2 RN ,3

f (x) � lsc f (x) = lim
�!1�

f ((1� �)x0 + �x) . (32)

Proof. Step 1: Fix any

x =2 rba� (dome f) = dome f n ria� (dome f) .

By the previous exercise, for every x 2 RN ,

lsc f (x) = inf
fxng

n
lim inf
n!1

f (xn) : fxng � RN ; xn ! x
o
;

and so we may �nd fxng � RN such that xn ! x and

lsc f (x) = lim
n!1

f (xn) .

We now distinguish two cases.
If x 2 ria� (dome f), then since

1 > f (x) � lsc f (x) = lim
n!1

f (xn) ,

3 esercizio?

74



it follows that xn 2 ria� (dome f) for all n su¢ ciently large, and thus, using the
continuity of f in ria� (dome f) (see Corollary 108), we obtain that

lsc f (x) = lim
n!1

f (xn) = f (x) .

If x =2 dome f , then xn =2 dome f for all n su¢ ciently large, and so

f (x) � lsc f (x) = lim
n!1

f (xn) =1,

which concludes the �rst part of the theorem.

Step 2: To prove (32) �x any x0 2 ria� (dome f) (note that since f is proper,
by Proposition 77 we may always �nd at least one). We again distinguish two
cases.
If x 2 dome f , then in view of the convexity of dome f , by Proposition 77

we have
�x+ (1� �)x0 2 ria� (dome f)

for all 0 � � < 1. Hence by Step 1,

f (�x+ (1� �)x0) = lsc f (�x+ (1� �)x0)

for all 0 � � < 1. The lower semicontinuous function

g (�) := lsc f (�x+ (1� �)x0) , � 2 [0; 1] ,

is convex and real-valued (except possibly at � = 1), and so continuous in [0; 1].
Therefore

f (x) � lsc f (x) = g (1) = lim
�!1�

g (�)

= lim
�!1�

lsc f (�x+ (1� �)x0) = lim
�!1�

f (�x+ (1� �)x0) .

Finally, if x =2 dome f , then �x+ (1� �)x0 =2 dome f for all � su¢ ciently close
to one, and so again by Step 1,

1 = f (�x+ (1� �)x0) = lsc f (�x+ (1� �)x0)

for all � su¢ ciently close to one, which yields (32).

Example 131 The previous theorem can be used to show that a function is
convex. As an example, consider the function

g (x) :=

(
�
q
1� jxj2 for jxj � 1
1 otherwise.

Then dome g = B (0; 1). Using the second partial derivative condition, we can
check that g is convex in B (0; 1). If we now de�ne

f (x) :=

(
�
q
1� jxj2 for jxj < 1;
1 otherwise,

we have that f is convex. In view of the previous theorem, it follows that g =
lsc f , and so g is convex.
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Corollary 132 Let f : RN ! (�1;1] be a proper lower semicontinuous con-
vex function. Then for any �xed x0 2 dome f and for any x 2 RN ,

f (x) = lim
�!1�

f ((1� �)x0 + �x) :

Proof. The function

g (t) := f (tx+ (1� t)x0) , t 2 R;

is proper, convex, lower semicontinuous, with g (0) = f (x0) 2 R and g (1) =
f (x). The e¤ective domain of g is an interval I. If I� \ [0; 1] 6= ;, then, taking
any t1 2 I� \ [0; 1], for t > t1 we have that t = (1� �) t1 + �1, and so by the
previous theorem

g (1) = lsc g (1) = lim
�!1�

g ((1� �) t1 + �1) = lim
t!1�

g (t) :

If I� \ [0; 1] = ;, then g (t) � 1 in [0; 1], since g is lower semicontinuous.
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Wednesday, March 19, 2008
Next we prove that if f is lower semicontinuous, then f can be written as

the pointwise supremum of a countable number of a¢ ne functions below it.
In the case that f is real-valued it is possible to give an explicit characteri-

zation of the coe¢ cients ai and bi in the previous proposition. Let f : RN ! R
be a convex function and let ' 2 C1c

�
RN
�
be any function with ' � 0 andR

RN ' (x) dx = 1. De�ne

a' :=

Z
RN

f (x) ((N + 1)' (x) +r' (x) � x) dx,

b' := �
Z
RN

f (x)r' (x) dx.

When necessary we will also write a' (f) and b' (f) to highlight the dependence
on f .

Theorem 133 (De Giorgi) Let f and ' be as above. Then

(i) f (x) � a' + b' � x for all x 2 RN ;

(ii) f (x) = supk2N; q2QN
�
a'k;q + b'k;q � x

	
for all x 2 RN , where

'k;q (x) := kN' (k (q � x)) ; x 2 RN : (33)

Proof. (i) Assume �rst that f 2 C1
�
RN
�
. Since f is di¤erentiable, for any

for any x, y 2 RN the function g : R! R, de�ned by

g (t) := f (tx+ (1� t) y) ; t 2 R;

is di¤erentiable and

g0 (t) = (rf (tx+ (1� t) y)) � (x� y) :

By Theorem 16,
g (1) � g (0) + g0 (0) (1� 0) ;

that is,
f (x) � f (y) +rf (y) � (x� y) :

Multiply the previous inequality by ' (y) and integrate in y over RN to obtain

f (x) �
Z
RN
(f (y)�rf (y) � y)' (y) dy + x �

Z
RN
rf (y)' (y) dy.

Integrating by parts now yields

f (x) �
Z
RN

f (y) ((N + 1)' (y) +r' (y) � y) dy � x �
Z
RN

f (y)r' (y) dy.

This proves (i) when f 2 C1
�
RN
�
. In the general case, let  " be a standard

molli�er. Applying the previous inequality to the smooth convex function f" := O Yosida
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 " � f gives

f" (x) �
Z
RN

f" (y) ((N + 1)' (y) +r' (y) � y) dy � x �
Z
RN

f" (y)r' (y) dy.

Since ' has compact support, by Theorem 112 we may now let "! 0+.

(ii) Let k 2 N, q 2 QN . By replacing the function ' with 'k;q in (i) we obtain

f (x) � a'k;q + b'k;q � x for all x 2 RN

and hence f � g, where

g (x) := sup
k2N; q2QN

�
a'k;q + b'k;q � x

	
.

Since g is everywhere �nite and convex, it is continuous, and so is f (see Corol-
lary 108). Hence, to prove (ii) it su¢ ces to show that

f (q) = g (q) for all q 2 QN ,

since QN is dense in RN .
For k 2 N, q 2 QN , we have

a'k;q + b'k;q � x

=

Z
RN

f (y) (N + 1) kN' (k (q � y))� kN+1r' (k (q � y)) � (y � x) dy

=

Z
RN

f
�
q � w

k

�
((N + 1)' (w)�r' (w) � (k (q � x)� w)) dw,

where we have made the change of variables w = k (q � y). Taking x = q we
obtain

a'k;q + b'k;q � q =
Z
RN

f
�
q � w

k

�
((N + 1)' (w) +r' (w) � w) dw.

Since the integrand is continuous and with compact support, we may let k !1
to get

lim
k!1

a'k;q + b'k;q � q = f (q)

Z
RN
((N + 1)' (w) +r' (w) � w) dw = f (q) ,

where we have used the facts thatZ
RN

' (w) dw = 1,
Z
RN
r' (w) � w dw = �N

Z
RN

' (w) dw = �N .

Since
f (q) = lim

k!1
a'k;q + b'k;q � q � g (q) ,

(ii) follows.
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To extend the previous theorem to the case in which f can take the value

1, we need the following approximation result that we will prove in the next
section.

Theorem 134 Let f : RN ! (�1;1] be a proper convex lower semicontinu-
ous function. For every " > 0, let

f" (x) := inf
y2RN

�
f (y) +

1

2"
jx� yj2

�
; x 2 RN :

Then f" : RN ! R is convex, di¤erentiable, and f" % f as "! 0+.

The function f" is called the Moreau-Yosida approximation of f .

Proposition 135 Let f : RN ! (�1;1] be convex and lower semicontinuous.
Then

f (x) = sup
i2N

fai + bi � xg (34)

for all x 2 RN and for some ai 2 R, bi 2 RN .

Proof. Consider any sequence "n ! 0+. By the previous theorem the
Moreau-Yosida approximation f"n is real-valued, and so

f"n (x) = sup
k2N

fak;n + bk;n � xg

for all x 2 RN . Hence

f (x) = sup
n2N

f"n (x) = sup
n; k2N

fak;n + bk;n � xg

for all x 2 RN .

Remark 136 If f takes the value �1, then the previous result fails, since
there cannot be any a¢ ne function below f . Note that there exist functions
f : RN ! f�1;1g that are convex and lower semicontinuous with f 6� �1.
As an example let N = 1 and de�ne

f (x) :=

�
1 if x > 0,
�1 if x � 0.

3.3 Subdi¤erentiability

Next we study di¤erentiability properties of convex functions. We begin by
introducing the notion of subdi¤erential.
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De�nition 137 Let f : RN ! [�1;1], and let x0 2 RN be such that f (x0) 2
R. The function f is said to be subdi¤erentiable at x0 if there exists y0 2 RN
such that

f (x) � f (x0) + y0 � (x� x0) for all x 2 RN :
The element y0 is called a subgradient of f at x0, and the set of all subgradients
at x0 is called the subdi¤erential of f at x0 and is denoted by @f (x0). Precisely,

@f (x0) =
�
y0 2 RN : f (x) � f (x0) + y0 � (x� x0) for all x 2 RN

	
:

If f is not subdi¤erentiable at x0, then @f (x0) := ;.

Proposition 138 If f : RN ! [�1;1] is subdi¤erentiable at some x0 2 RN ,
then @f (x0) is a closed and convex set.

Proof. If y1, y2 2 @f (x0), then

f (x) � f (x0) + yi � (x� x0) for all x 2 RN and all i = 1; 2:

If � 2 (0; 1), multiplying the �rst inequality by � and the second by 1 � � and
adding them shows that

f (x) � f (x0) + (�y1 + (1� �) y2) � (x� x0) for all x 2 RN :

Thus �y1 + (1� �) y2 2 @f (x0), which shows that @f (x0) is convex. Moreover,
if yn 2 @f (x0) and yn ! y0, then

f (x) � f (x0) + yn � (x� x0) for all x 2 RN and all n 2 N;

and so letting n!1 gives

f (x) � f (x0) + y0 � (x� x0) for all x 2 RN and all n 2 N;

which shows that y0 2 @f (x0). Thus @f (x0) is closed.
Note that

f (x0) = min
x2RN

f (x) if and only if 0 2 @f (x0) : (35)

Exercise 139 Find the subdi¤erential of the following functions.

(i) f (x) = jxj, x 2 RN .

(ii) f (x) = max fjx1j ; : : : ; jxN jg, x 2 RN .

Exercise 140 Show that the convex function f : RN ! (�1;1] de�ned by

f (x) :=

8<: �
�
1� jxj2

� 1
2

if jxj � 1,
1 otherwise,

is di¤erentiable, and so subdi¤erentiable (see Theorem 147 below) in the open
unit ball

�
x 2 RN : jxj < 1

	
but it is not subdi¤erentiable at points x with jxj =

1.
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We now study the existence of the subdi¤erential. This relies on the following
theorem. We now study the existence of the subdi¤erential. This relies on the
following theorem.

Theorem 141 (Hahn-Banach) Let V be a �nite dimensional vector space
and let g : V ! (�1;1] be a proper convex function �nite in a neighborhood
of 0. Let V1 � V be a subspace of V and let L : V1 ! R be a linear function
such that

g (v) � L (v)

for all v 2 V1. Then there exists a linear extension L1 : V ! R of L such that

g (v) � L1 (v) for all v 2 V:

Proof. If V1 = V , then there is nothing to prove. Thus let w0 2 V nV1, with
w0 6= 0 and consider the subspace W the linear span of V1 [ fwg. If w 2 W ,
then w = v+tw0 where v 2 V1 and t 2 R (this decomposition is unique). De�ne

L̂ (v + tw0) := L (v) + tc;

where c 2 R has to be chosen appropriately. We would like

g (v + tw) � L (v) + tc

for all v 2 V1 and t 2 R. If t > 0, then the previous inequality is equivalent to

g (v + tw)� L (v)
t

� c;

that is,

inf
v2V1; t>0

g (v + tw)� L (v)
t

� c:

On the other hand, if t < 0, then writing s := �t > 0, we have that

g (v � sw) � L (v)� sc

for all v 2 V1 and s > 0, that is

sup
v2V1; s>0

L (v)� g (v � sw)
s

� c:

Thus, to prove the existence of c it is necessary that

inf
v2V1; t>0

g (v + tw)� L (v)
t

� sup
v2V1; s>0

L (v)� g (v � sw)
s

; (36)

that is,
g (v1 + tw)� L (v1)

t
� L (v2)� g (v2 � sw)

s
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for all v1, v2 2 V1 and for all s, t > 0. This inequality may be rewritten as

sg (v1 + tw) + tg (v2 � sw) � L (tv2 + sv1) :

Since g is convex and L linear,

sg (v1 + tw) + tg (v2 � sw)

= (s+ t)

�
s

s+ t
g (v1 + tw) +

t

s+ t
g (v2 � sw)

�
� (s+ t) g

�
s

s+ t
(v1 + tw) +

t

s+ t
(v2 � sw)

�
= (s+ t) g

�
s

s+ t
v1 +

t

s+ t
v2

�
� (s+ t)L

�
s

s+ t
v1 +

t

s+ t
v2

�
= L (tv2 + sv1) :

Hence (36) holds. Since g is �nite in a neighborhood of 0, taking t1, s1 > 0
su¢ ciently small, we have that g (t1w), g (�s1w) 2 R. Hence by (36),

1 >
g (0 + t1w)� 0

t1
� inf

v2V1; t>0

g (v + tw)� L (v)
t

� sup
v2V1; s>0

L (v)� g (v � sw)
s

� 0� g (0� s1w)
s1

> �1;

which shows that the numbers in (36) are real and thus we can choose any real
number c between them.
Hence, we have extended L toW . If the dimension ofW is not the dimension

of V , then we repeat the process until we extend L to all of V .

Theorem 142 Let f : RN ! (�1;1] be a proper convex function. If x0 2
ria� (dome f), then @f (x0) 6= ;. In particular, if f is real-valued, then @f (x) 6=
; for every x 2 RN .

Proof. Fix a point x0 2 ria� (dome f). If dome f consists only of x0, then

f (x0) = min
x2RN

f (x) ,

and so 0 2 @f (x0) by (35).
If dome f consists of at least two points, then by Proposition 59 we may write

a� (dome f) = x1 + V , where V is a subspace of RN . Since x0 2 ria� (dome f)
we have that x0 = x1 + v0 for some vector v0 2 V . Let � be any vector in
V n f0g. Since x0 2 ria� (dome f), the line

fx0 + t� : t 2 Rg

intersects the convex set dome f into an interval. Let I := ft 2 R : x0 + t� 2 dome fg.
Then 0 2 I �. The function h : I ! R de�ned by

h (t) := f (x0 + t�) ; t 2 I; (37)
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is convex, and so by Corollary 18 it is subdi¤erentiable at t = 0. Thus for any
c 2 @h (0),

h (t) � h (0) + ct for all t 2 I;

or equivalently,
f (x0 + t�)� f (x0) � ct for all t 2 I:

Since f (x0 + t�) = 1 for all t =2 I, the previous inequality holds for all t 2 R.
Thus we may apply the Hahn�Banach theorem to the convex function g (v) :=
f (x0 + v)�f (x0), v 2 V and with L (t�) := ct, t 2 R, to �nd a linear extension
L1 : V ! R of L such that

g (v) � L1 (v) for all v 2 V;

that is
f (x0 + v)� f (x0) � L1 (v) for all v 2 V:

Since L1 is linear, there exists w0 2 V such that L1 (v) = w0 � v for all v 2 V ,
with L1 (�) = L (�) = c. Hence

f (x0 + v)� f (x0) � w0 � v

for all v 2 V and
w0 � � = c: (38)

Since x0 + V = x1 + v0 + V = x1 + V = a� (dome f), we have proved that

f (x) � f (x0) + w0 � (x� x0)

for all x 2 a� (dome f). Since f =1 outside a� (dome f), we have proved that
f is subdi¤erentiable at x0.
In particular, taking c = h0+ (0), from (38) we get that

w0 � � =
@+f

@�
(x0) : (39)

Remark 143 Actually one can prove that if f is not subdi¤erentiable at x0,
then

@+f

@v
(x0) = �

@+f

@ (�v) (x0) = �1

for all v 2 RN such that x0 + v 2 ria� (dome f).
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Corollary 144 Let f : RN ! (�1;1] be a proper convex function. If f is
subdi¤erentiable at x0 2 dome f , then for every v 2 RN ,

@+f

@v
(x0) � sup

y2@f(x0)
y � v � inf

y2@f(x0)
y � v � � @+f

@ (�v) (x0) :

Moreover, if x0 2 ria� (dome f), then
@+f

@v
(x0) = max

y2@f(x0)
y � v � min

y2@f(x0)
y � v = � @+f

@ (�v) (x0)

for all v 2 RN such that x0 + v 2 a� (dome f).

Proof. Fix any y0 2 @f (x0). Then

f (x) � f (x0) + y0 � (x� x0) for all x 2 RN :

Hence for any v 2 RN and t > 0 we have that

f (x0 + tv)� f (x0)
t

� y0 � v:

Letting t! 0+ yields
@+f

@v
(x0) � y0 � v:

Replacing v with �v gives
@+f

@ (�v) (x0) � �y0 � v;

and so

@+f

@v
(x0) � sup

y2@f(x0)
y � v � inf

y2@f(x0)
y � v � � @+f

@ (�v) (x0) :

Moreover, from the proof of the previous theorem, see (38), if x0 2 ria� (dome f)
and x0 + v 2 a� (dome f), then there exists y0 2 @f (x0) such that @+f

@v (x0) =

y0 � v. Similarly, there exists y1 2 @f (x0) such that y1 � v = � @+f
@(�v) (x0). This

proves the last part of the statement.

Exercise 145 Let f : RN ! (�1;1] be a proper convex function and let x0 2
RN . Prove that @f (x0) is a nonempty bounded set if and only if x0 2 (dome f)�.

Exercise 146 The set of points at which a convex function is subdi¤erentiable
may be larger than ria� (dome f). Indeed, let N = 2 and consider the function

f (x) = f (x1; x2) =

(
max

n
1� x

1
2
1 ; jx2j

o
if x1 � 0;

1 otherwise.

Prove that f is subdi¤erentiable everywhere in the half-plane fx1 � 0g except in
the relative interior of the segment joining (0; 1) and (0;�1). Note that the set
on which f is subdi¤erentiable is not convex.
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Now we study the relation between di¤erentiability and subdi¤erentiability.

Theorem 147 Let f : RN ! (�1;1] be convex and let x0 2 RN be such
that f (x0) 2 R. If f is di¤erentiable at x0, then it is subdi¤erentiable at x0
and @f (x0) = frf (x0)g. Conversely, if f is subdi¤erentiable at x0 and the
subdi¤erential of f at x0 is a singleton, then f is di¤erentiable at x0.

Proof. Assume that f is di¤erentiable at x0. Then x0 2 (dome f)� and so
by Theorem 142, @f (x0) is nonempty. Fix any y0 2 @f (x0). Then by Corollary
144

@+f

@v
(x0) � y0 � v � �

@+f

@ (�v) (x0) :

But since f is di¤erentiable at x0 we have that

@+f

@v
(x0) = �

@+f

@ (�v) (x0) = rf (x0) � v;

and so
y0 � v = rf (x0) � v

for all v 2 RN , which implies that y0 = rf (x0).
Conversely, assume that f is subdi¤erentiable at x0 and the subdi¤erential

of f at x0 is a singleton, @f (x0) = fy0g. By Exercise 145, x0 2 (dome f)�, and
so by Corollary 144, for any �xed v 2 RN

@+f

@v
(x0) = max

y2@f(x0)
y � v = y0 � v = min

y2@f(x0)
y � v = � @+f

@ (�v) (x0) :

Hence
@+f

@v
(x0) = �

@+f

@ (�v) (x0) 2 R

for all v 2 RN , which shows that f is di¤erentiable at x0 by Theorem 117.
Next we study some continuity properties of the subdi¤erential.

Theorem 148 Let f : RN ! (�1;1] be a proper convex function. Then for
any compact set K � (dome f)�, the set

@f (K) =
[
x2K

@f (x)

is compact.

Proof. We prove �rst that @f (K) is closed. Let fyng � @f (K) be such
that yn ! y0 as n ! 1. Find fxng � K such that and yn 2 @f (xn). By the
compactness of K, there exists a subsequence fxnkg converging to some x0 2 K.
By the subdi¤erentiability of f at xnk we get that

f (x) � f (xnk) + (x� xnk) � ynk
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for all k 2 N and for all x 2 RN . Since f is continuous at x0 2 (dome f)�,
letting k !1 in the previous inequality yields

f (x) � f (x0) + (x� x0) � y0

for all x 2 RN , which shows that y0 2 @f (x0) � @f (K). Thus @f (K) is closed.
To prove that @f (K) is bounded, for every x0 2 K and any y0 2 @f (x0)nf0g

we have
f (x)� f (x0) � (x� x0) � y0

for all x 2 RN . Taking x = x0 + r y0
jy0j , where r > 0 is taken so small that

B (x0; r) � (dome f)�, gives

f

�
x0 + r

y0
jy0j

�
� f (x0) � r

y0
jy0j

� y0 = r jy0j :

On the other hand, since f is Lipschitz in K [ B (x0; r), there exists LK > 0
such that

jf (x1)� f (x2)j � LK jx1 � x2j

for all x1, x2 2 K [B (x0; r), and so from the previous inequality we get

rLK = LK

����x0 + r y0jy0j � x0
���� � f

�
x0 + r

y0
jy0j

�
� f (x0) � r jy0j :

This shows that jyj � LK for all y 2 @f (K).
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As a corollary of the previous theorem we obtain that @f is upper semicon-

tinuous.

De�nition 149 A multifunction � : RN ! P
�
RN
�
is called upper semicon-

tinuous at x0 2 RN if for any open set V � RN containing � (x0), there exists
a neighborhood U of x0 such that

� (U) :=
[
x2U

� (x) � V:

Theorem 150 Let f : RN ! (�1;1] be a proper convex function. Then @f
is upper semicontinuous in (dome f)

�.

Proof. Fix x0 2 (dome f)� and any open set V � RN containing @f (x0).
We claim that there exists r > 0 such that B (x0; r) � dome f and

@f (B (x0; r)) =
[

x2B(x0;r)

@f (x) � V:

Indeed, if not, then there exist fxng � (dome f)
� and yn 2 @f (xn) n V such

that xn ! x0 as n ! 1. Since the set @f
�
B (x0; r)

�
is compact for r > 0

small by the previous theorem, and yn 2 @f
�
B (x0; r)

�
for all n large, there

exists a subsequence fynkg converging to some y0 2 @f
�
B (x0; r)

�
. By the

subdi¤erentiability of f at xnk we get that

f (x) � f (xnk) + (x� xnk) � ynk

for all k 2 N and for all x 2 RN . Since f is continuous at x0 2 (dome f)�,
letting k !1 in the previous inequality yields

f (x) � f (x0) + (x� x0) � y0

for all x 2 RN , which shows that y0 2 @f (x0) � V , which is a contradiction,
since ynk 2 @f (xnk) n V .
As a corollary of the previous result we obtain uniform convergence of gra-

dients of di¤erentiable convex functions.

Theorem 151 Let A � RN be an open convex set and let fn : A! R, n 2 N,
be a sequence of convex functions converging pointwise in A to a convex function
f : A! R. Then for any x0 2 A, for any sequence fxng � A converging to x0,
and for any open set V � RN containing @f (x0),

@fn (xn) � V (40)

for all n su¢ ciently large.
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Proof. By Theorem 112, ffng converges uniformly on compact sets of A.
Let r > 0 be so small that B (x0; 2r) � A. Then for all n su¢ ciently large,
xn 2 B (x0; 2r) � A. For every such n and for every y 2 @fn (xn) n f0g we have

fn (x)� fn (xn) � (x� xn) � y

for all x 2 RN . Taking x = xn + r
y
jyj gives

fn

�
xn + r

y

jyj

�
� fn (xn) � r

y

jyj � y = r jyj :

By uniform convergence in B (x0; 2r) we have that

f

�
xn + r

y

jyj

�
� f (xn) + 1 � r

y

jyj � y = r jyj

for all n su¢ ciently large. On the other hand, since f is Lipschitz in B (x0; 2r),
there exists L > 0 such that

jf (x1)� f (x2)j � L jx1 � x2j

for all x1, x2 2 K, and so from the previous inequality we get

rL+ 1 = L

����xn + r yjyj � xn
����+ 1

� f

�
xn + r

y

jyj

�
� f (xn) + 1 � r jyj :

This shows that jyj � L+ 1
r for all n su¢ ciently large and all y 2 @fn (xn).

Now suppose by contradiction that (40) does not hold. Then there exist
in�nitely many n and yn 2 @fn (xn) such that yn =2 V . By the previous part of
the proof, there exists a subsequence fynkg converging to some y0 2 RN . Since

fnk (x) � fnk (xnk) + (x� xnk) � ynk

for all x 2 RN . Using once more uniform convergence and letting k ! 1, we
get

f (x) � f (x) + (x� x0) � y0
for all x 2 RN , which shows that y0 2 @f (x0) � V . This is a contradiction.

Corollary 152 Let A � RN be an open convex set and let fn : A! R, n 2 N,
be a sequence of di¤erentiable convex functions converging pointwise in A to a
di¤erentiable convex function f : A ! R. Then frfng converges uniformly to
rf on compact sets.

Proof. Let K � A be a compact set and assume by contradiction that there
exist " > 0 and a sequence fxnkg � K such that

jrfnk (xnk)�rf (xnk)j > "
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for all k 2 N. Extracting a subsequence (not relabelled), we may assume that
xnk ! x0 2 K. Since rf is continuous, we that

jrfnk (xnk)�rf (x0)j >
"

2

for all k su¢ ciently large.
By the previous theorem, applied to the open set V := B

�
rf (x0) ; "2

�
(that

contains @f (x0) = frf (x0)g) ,

@fnk (xnk) � B
�
rf (x0) ;

"

2

�
for all k su¢ ciently large. This contradiction completes the proof.
Next we study the subdi¤erentiability of the sum of two convex functions.

Proposition 153 Let f1, f2 : RN ! (�1;1] be two proper convex functions.
Then

@ (f1 + f2) � @f1 + @f2:

Moreover, if
ria� (dome f1) \ ria� (dome f2) 6= ;; (41)

then
@ (f1 + f2) = @f1 + @f2:

Proof. Step 1: Let x0 2 RN . If y1 2 @f1 (x0) and y2 2 @f2 (x0), then

f1 (x) � f1 (x0) + y1 � (x� x0) for all x 2 RN ;
f2 (x) � f2 (x0) + y2 � (x� x0) for all x 2 RN ;

and so, adding the two inequalities, we conclude that y1+ y2 2 @ (f1 + f2) (x0).
Hence if @f1 (x0) and @f2 (x0) are nonempty, then @ (f1 + f2) (x0) is nonempty
and

@ (f1 + f2) (x0) � @f1 (x0) + @f2 (x0) :

Step 2: Conversely, assume that (41) holds. If @ (f1 + f2) (x0) is nonempty, let

y 2 @ (f1 + f2) (x0). We claim that y 2 @f1 (x0) + @f2 (x0). Replacing f1 and
f2 with the convex functions

g1 (x) := f1 (x+ x0)� f1 (x0)� y � x0; x 2 RN ;
g2 (x) := f2 (x+ x0)� f2 (x0) ; x 2 RN ;

we can assume, without loss of generality, that

x0 = y = 0; f1 (0) = f2 (0) = 0:

Since 0 2 @ (f1 + f2) (0), it follows by (35) that

0 = (f1 + f2) (0) = min
x2RN

(f1 + f2) (x) :
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Consider the convex sets

C1 :=
�
(x; t) 2 RN � R : t � f1 (x)

	
;

C2 :=
�
(x; t) 2 RN � R : t � �f2 (x)

	
:

Then (exercise)

ria� C1 :=
�
(x; t) 2 RN � R : x 2 ria� (dome f1) ; t > f1 (x)

	
;

ria� C2 :=
�
(x; t) 2 RN � R : x 2 ria� (dome f2) ; t < �f2 (x)

	
:

Note that if (x; t) 2 ria� C1 \ ria� C2, then �f2 (x) > t > f1 (x), which implies
that (f1 + f2) (x) < 0. This contradicts the fact that the minimum of f1 + f2
is zero. Hence ria� C1 \ ria� C2 = ;. By Theorem 88Then there exist a vector
(b; c) 2 RN � R n f(0; 0)g and � 2 R such that

b � x+ ct � � for all (x; t) 2 C1 and b � x+ ct � � for all (x; t) 2 C2;

and C1[C2 is not contained in the hyperplane
�
(x; t) 2 RN � R : b � x+ ct = �

	
.

If c = 0, then the hyperplane
�
x 2 RN : b � x = �

	
would separate C1 and C2,

which is impossible since ria� (dome f1) \ ria� (dome f2) 6= ;. Thus c 6= 0, and
so letting t!1 in the �rst inequality, it follows that c < 0, while taking x = 0
and t! 0, we get that a = 0. Thus

�b
c
� x � t for all (x; t) 2 C1;

b

c
� x � �t for all (x; t) 2 C2;

or equivalently,

�b
c
� x+ f1 (0) =

b

�c � x � f1 (x) for all x 2 RN ;

b

c
� x+ f1 (0) =

b

c
� x � f2 (x) for all x 2 RN ;

which implies that � b
c 2 @f1 (0), while b

c 2 @f2 (0), and so 0 = � b
c +

b
c 2

@f1 (0) + @f2 (0).
Step 3: To conclude the proof we observe that if either @f1 (x0) or @f2 (x0) is
empty, then by Step 2 so must be @ (f1 + f2) (x0). If both @f1 (x0) and @f2 (x0)
are nonempty, then by Steps 1 and 2, @ (f1 + f2) (x0) is also nonempty and

@ (f1 + f2) (x0) = @f1 (x0) + @f2 (x0) :

This completes the proof.
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Friday, March 28, 2008
We recall that a multifunction � : RN ! P

�
RN
�
is called monotone if

(x2 � x1) � (y2 � y1) � 0

for all (x1; y1), (x2; y2) 2 graph�. A monotone � : RN ! P
�
RN
�
is called

maximal if its graph is not a proper subset of the graph of a monotone multi-
function.

Theorem 154 Let � : RN ! P
�
RN
�
be monotone. Then

(i) for every " > 0, � + "I, and (� + "I)�1 are monotone multifunctions;

(ii) for every " > 0, (� + "I)�1 is univalued and Lipschitz with Lipschitz con-
stant at most 1" ;

(iii) if the domain of (� + "I)�1 is RN for some " > 0, then � is maximal
monotone.

Proof. It is enough to consider the case " = 1. Let (x1; z1), (x2; z2) 2
graph (� + "I). Then zi = yi + "xi, where yi 2 � (xi), i = 1; 2. By the
monotonicity of �,

(y2 � y1) � (x2 � x1) � 0;

and so

(z2 � z1) � (x2 � x1) = [(y2 � y1) + " (x2 � x1)] � (x2 � x1) (42)

= (y2 � y1) � (x2 � x1) + " jx2 � x1j2 � " jx2 � x1j2 � 0;

which shows that �+"I, and, in turn, (� + "I)�1 are monotone multifunctions.
Note that the previous inequality implies, in particular, that

" jx2 � x1j2 � [(y2 � y1) + " (x2 � x1)] � (x2 � x1)
� j(y2 + "x2)� (y1 + "x1)j jx2 � x1j ;

and so
" jx2 � x1j � j(y2 + "x2)� (y1 + "x1)j = jz2 � z1j : (43)

To prove (ii), recall that by (16), for all z 2 RN ,

(� + "I)
�1
(z) :=

�
x 2 RN : z 2 (� + "I) (x)

	
:

To prove that (� + "I)�1 is univalued, �x z 2 RN and assume that (� + "I)�1 (z)
is nonempty. If x1, x2 2 (� + "I)�1 (z), then z 2 (� + "I) (xi), i = 1; 2, and so
we may write

z = y1 + "x1 = y1 + "x1;
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where yi 2 � (xi), i = 1; 2, and from the inequality (43) we get that x1 = x2.
Thus, (� + "I)�1 is univalued. Hence, from now on the set dom (� + "I)�1 we
may identify the multifunction (� + "I)�1 with the function

z 2 dom (� + "I)�1 7! x;

where x 2 RN is the unique element such that z 2 (� + "I) (x). Inequality
(43) implies that this function is Lipschitz continuous with Lipschitz constant
at most 1" .
Finally, to prove (iii), assume that the domain of (� + "I)�1 is RN . Let

(x1; y1) 2 RN � RN be such that

(y2 � y1) � (x2 � x1) � 0

for all (x2; y2) 2 graph�. We claim that (x1; y1) belongs to graph�. Since the
domain of (� + "I)�1 is RN there exists a unique x 2 RN such that y1 + "x1 2
(� + "I) (x). Hence y1 + "x1 = w1 + "x, where w1 2 � (x). Since (x;w1) 2
graph�, we have that

0 � (w1 � y1) � (x� x1) = � (x� x1) � (x� x1) = � jx� x1j2 ;

which implies that x = x1 and, in turn, that y1 = w1. Thus (x1; y1) = (x;w1) 2
graph� and the proof is complete.
We now study some monotonicity properties of the subgradient.

Theorem 155 Let f : RN ! (�1;1] be a proper convex function. Then

(i) @f is a monotone multifunction;

(ii) if f is lower semicontinuous and not identically 1, then the domain of
@f is maximal monotone.

Proof. Let (x1; y1), (x2; y2) 2 graph @f . Then yi 2 @f (xi), i = 1; 2, and so

f (x) � f (x1) + y1 � (x� x1) ;
f (x) � f (x2) + y2 � (x� x2)

for all x 2 RN . Taking x = x2 in the �rst inequality, x = x1 in the second and
adding the resulting inequalities yields

(y2 � y1) � (x2 � x1) � 0;

which gives (i). To prove (ii), assume that f is convex and lower semicontinuous,
with f 6� 1. In view of the previous theorem, it is enough to show that the
domain of (@f + I)�1 is RN . Thus �x y 2 RN and consider the function

g (x) := f (x) +
1

2
jxj2 � y � x; x 2 RN :
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Then g is convex and lower semicontinuous. We claim that g is bounded from
below. Indeed, since f 6� 1, we have that ria� (dome f) is nonempty, and so by
Corollary ?? if x0 2 ria� (dome f), then @f (x0) 6= ; and so

f (x) � f (x0) + y0 � (x� x0)

for all x 2 RN and for any y0 2 @f (x0). Hence

g (x) � f (x0) + y0 � (x� x0)
1

2
jxj2 � y � x; x 2 RN ;

which proves the claim. Thus g admits a minimum at some point x 2 RN . By
(35), 0 2 @g (x), that is

0 2 @g (x) = @f (x) + x� y;

where we have used Proposition 153. This shows that y 2 (@f + I) (x), and so
the domain of (@f + I)�1 is RN .
As a corollary we have some characterizations of convex functions.

Theorem 156 Let E � RN be a convex set and let f : RN ! [�1;1] be
di¤erentiable in E. Then the following three conditions are equivalent:

(i) f : E ! R is convex;

(ii) for all x, y 2 E,
f (x) � f (y) +rf (y) � (x� y) ;

(iii) for all x, y 2 E,
(rf (x)�rf (y)) � (x� y) � 0:

Proof. Assume that (i) holds. Since f is di¤erentiable in E, by the previous
theorem f is subdi¤erentiable at every y 2 E and @f (y) = frf (y)g. Hence
(ii) holds.
Assume next that (ii) holds. Then (iii) follows from the previous theorem.
Finally, assume that (iii) holds and �x x, y 2 E. Since f is di¤erentiable in

E, the function g : [0; 1]! R, de�ned by

g (t) := f (tx+ (1� t) y) , t 2 [0; 1] ,

is di¤erentiable and

g0 (t) = (rf (tx+ (1� t) y)) � (x� y) :

If s > t, then

g0 (s)� g0 (t) = (rf (sx+ (1� s) y)�rf (tx+ (1� t) y)) � (x� y)

=
1

s� t (rf (sx+ (1� s) y)�rf (tx+ (1� t) y)) �

((sx+ (1� s) y)� (tx+ (1� t) y)) � 0:
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Hence g0 is nondecreasing, and so g is convex. In particular,

f (tx+ (1� t) y) = g (t) � (1� t) g (0) + tg (1) = (1� t) f (y) + tf (x) ,

which implies the convexity of f .

Remark 157 A similar result holds for strictly convex functions provided we
require the inequalities (i) and (ii) to be strict when x 6= y.
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Monday, March 31, 2008
Next we prove that the subdi¤erential uniquely de�nes a lower semicontinu-

ous function up to an additive constant. We begin with a regularization result
that is of interest in itself.

Theorem 158 Let f : RN ! (�1;1] be a proper convex lower semicontinu-
ous function. For every " > 0, let

f" (x) := inf
y2RN

�
f (y) +

1

2"
jx� yj2

�
; x 2 RN :

Then f" : RN ! R is convex, di¤erentiable,

@f" =
�
"I + (@f)

�1
��1

;

and f" % f as "! 0+.

Proof. Step 1: We begin by showing that the in�mum is attained. Fix
x 2 RN and consider the function

g";x (y) := f (y) +
1

2"
jx� yj2 ; y 2 RN :

Then g is convex and lower semicontinuous. We claim that g is bounded from
below. Indeed, since f 6� 1, we have that ria� (dome f) is nonempty, and so by
Corollary ?? if x0 2 ria� (dome f), then @f (x0) 6= ; and so

f (y) � f (x0) + z0 � (y � x0)

for all y 2 RN and for any z0 2 @f (x0). Hence

g";x (y) � f (x0) + z0 � (y � x0) +
1

2"
jx� yj2 ; y 2 RN ; (44)

which proves the claim. Thus g";x admits a minimum at some point y";x 2 RN .
By (??), 0 2 @g" (y";x), that is

0 2 @g";x (y";x) = @f (y";x) +

�
1

"
(y";x � x)

�
;

where we have used Proposition 153. In particular, z";x := 1
" (x� y";x) 2

@f (y";x), and

f" (x) = f (y";x) +
"

2
jz";xj2 : (45)

Step 2: We claim that the mapping x 2 RN 7! z";x is Lipschitz, with Lipschitz
constant less than or equal 1" . Since @f is maximal, (@f)

�1 is maximal. In turn
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�
"I + (@f)

�1
��1

is univalued and Lipschitz with Lipschitz constant at most 1" .

To conclude, it su¢ ces to prove that z";x 2
�
"I + (@f)

�1
��1

(x). Indeed,

z";x 2
�
"I + (@f)

�1
��1

(x), x 2
�
"I + (@f)

�1
�
(z";x) = "z";x + (@f)

�1
(z";x)

, x� "z";x 2 (@f)�1 (z";x), z";x 2 @f (x� "z";x) = @f (y";x) :

Step 3: The convexity of f" follows as in your midterm. If x, x1 2 RN , then
z";x1 2 @f (y";x1), and so

f (y";x)� f (y";x1) � z";x1 � (y";x � y";x1) :

In turn

f" (x)� f" (x1) = f (y";x) +
"

2
jz";xj2 � f (y";x1)�

"

2
jz";x1 j

2

� "

2
jz";xj2 �

"

2
jz";x1 j

2
+ z";x1 � (y";x � y";x1)

=
"

2

�
jz";xj2 � jz";x1 j

2
+ 2z";x1 �

�
y";x � x� x1 � y";x1

"

��
=
"

2

h
jz";xj2 � jz";x1 j

2
+ 2z";x1 � (z";x � z";x1)

i
+ z";x1 � (x� x1) ;

and so
f" (x)� f" (x1)� z";x1 � (x� x1) �

"

2
jz";x � z";x1 j

2 � 0:

By interchanging x an x1 we get

f" (x1)� f" (x)� z";x � (x1 � x) � 0;

or equivalently

f" (x)� f" (x1)� z";x1 � (x� x1)� (z";x � z";x1) � (x� x1) � 0:

Hence

0 � f" (x)� f" (x1)� z";x1 � (x� x1) � (z";x � z";x1) � (x� x1) ;

and so

jf" (x)� f" (x1)� z";x1 � (x� x1)j
jx� x1j

� jz";x � z";x1 j �
1

"
jx� x1j ! 0

as x ! x1. Thus f" is di¤erentiable and rf" (x1) = z";x1 =
1
" (y";x1 � x1) 2

@f (y";x1).
Step 4: It remains to show that f" % f as " ! 0+. If 0 < "1 < "2, we have
that 1

2"1
> 1

2"2
, and so for every x 2 RN ,

f (x) � f"1 (x) = inf
y2RN

�
f (y) +

1

2"1
jx� yj2

�
� inf

y2RN

�
f (y) +

1

2"2
jx� yj2

�
= f"2 (x) :
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Thus
f (x) � lim

"!0+
f" (x) :

To prove the opposite inequality, it su¢ ces to assume that

` := lim
"!0+

f" (x) <1:

Then by (45) and (44),

` � f" (x) � f (y";x) +
"

2
jz";xj2 = f (y";x) +

1

2"
jx� y";xj2

� f (x0) + z0 � (y";x � x0) +
1

2"
jx� y";xj2 ;

which implies that y";x ! x as "! 0+. In turn, by the lower semicontinuity of
f , and the fact that f" (x) � f (y";x), we have that

lim
"!0+

f" (x) � lim inf
"!0+

f (y";x) � f (x) :

Corollary 159 Let f : RN ! (�1;1] and g : RN ! (�1;1] be two proper
convex lower semicontinuous functions such that

@f = @g:

Then g = f+const.

Proof. By the previous theorem rf" = rg". Hence there exists c" 2 R
such that g" (x) = f" (x) + c" for all x 2 RN . Fix x0 2 dom @f = dom @g. Then
c" = g" (x0)� f" (x0)! g (x0)� f (x0) =: c, and so for all x 2 RN ,

g (x) = lim
"!0+

g" (x) = lim
"!0+

(f" (x) + c") = f (x) + c:
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Wednesday, April 2, 2008

De�nition 160 A multifunction � : RN ! P
�
RN
�
is called cyclically monotone

if
(x1 � x0) � y0 + (x2 � x1) � y1 + � � �+ (x0 � xm) � ym � 0

for all m 2 N, and all (x0; y0), . . . , (xm; ym) 2 graph�. A cyclically monotone
� : RN ! P

�
RN
�
is called maximal if its graph is not a proper subset of the

graph of a cyclically monotone multifunction.

Proposition 161 Let f : RN ! (�1;1] be a proper convex function. Then
@f : RN ! P

�
RN
�
is cyclically monotone.

Proof. Let m 2 N, and all (x0; y0), . . . , (xm; ym) 2 graph @f , i.e., yi 2
@f (xi) for all i = 0; : : : ;m. De�ne xm+1 := x0 and ym+1 := y0. By the
subdi¤erentiability of f at xi we get that

f (x)� f (xi) � (x� xi) � yi

for all i = 0; : : : ;m and for all x 2 RN . Taking x = xi+1 and summing all the
inequalities gives

0 = f (xm+1)� f (x0) =
mX
i=0

[f (xi+1)� f (xi)] �
mX
i=0

(xi+1 � xi) � yi:

Theorem 162 (Rockafellar) Let � : RN ! P
�
RN
�
be a multifunction. Then

there exists a proper convex function f : RN ! (�1;1] such that � (x) �
@f (x) for all x 2 RN if and only if � is cyclically monotone.

Proof. Let � : RN ! P
�
RN
�
be a multifunction and assume that there

exists a proper convex function f : RN ! (�1;1] such that � (x) � @f (x) for
all x 2 RN . Since @f by the previous proposition, then the same must be true
for �.
Conversely, assume that � : RN ! P

�
RN
�
is cyclically monotone and �x

(x0; y0) 2 graph�. De�ne the function

f (x) := sup f(x1 � x0) � y0 + � � �+ (xm � xm�1) � ym�1 + (x� xm) � ym
m 2 N; (x1; y1) ; : : : ; (xm; ym) 2 graph�g ; x 2 RN :

Then f is convex and lower semicontinuous, since it is the supremum of a family
of a¢ ne functions. Since � : RN ! P

�
RN
�
is cyclically monotone, we have

that f (x0) = 0, which implies that f is not identically 1. It follows from the
de�nition that f never takes the value �1, and so f is proper. It remains to
show that if (x; y) 2 graph�, then y 2 @f (x). Fix any t < f (x) and by the
de�nition of f �nd m 2 N, and (x0; y0), . . . , (xm; ym) 2 graph� such that

t < (x1 � x0) � y0 + � � �+ (xm � xm�1) � ym�1 + (x� xm) � ym:
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De�ne xm+1 := x and ym+1 := y. Again by the de�nition of f for any x 2 RN ,

f (x) � (x1 � x0) � y0 + � � �+ (xm � xm�1) � ym�1 + (x� xm) � ym + (x� x) � y
> t+ (x� x) � y.

Hence f (x) � t+ (x� x) � y for all x 2 RN and all t < f (x). Letting t% f (x)
we conclude that

f (x) � f (x) + (x� x) � y

for all x 2 RN , which implies that f is subdi¤erentiable at x with y 2 @f (x).

Note that the convex function f constructed in the previous theorem is lower
semicontinuous. Next we prove that maximal cyclically monotone multifunc-
tions are exactly the class of subgradients of proper convex lower semicontinuous
functions.

Theorem 163 Let f : RN ! (�1;1] be a proper convex lower semicontin-
uous function. Then @f : RN ! P

�
RN
�
is a maximal cyclically monotone

multifunction. Conversely, given a maximal cyclically monotone multifunction
� : RN ! P

�
RN
�
, up to an additive constant, there exists a unique proper con-

vex lower semicontinuous function f : RN ! (�1;1] such that � (x) = @f (x)
for all x 2 RN .

Proof. Let f : RN ! (�1;1] be a proper convex lower semicontinuous
function. We claim that @f : RN ! P

�
RN
�
is a maximal cyclically monotone

multifunction. In view of the previous theorem, it remains to show that @f is
maximal. Let � : RN ! P

�
RN
�
be a cyclically monotone multifunction such

that � (x) � @f (x) for all x 2 RN . Since � is cyclically monotone, in particular,
� is monotone. On the other hand, @f is a maximal monotone multifunction
by Theorem 155, and thus @f = �.

Exercise 164 (Monotone and cyclically monotone multifunction) (i)
Prove that a multifunction � : R! P (R) is monotone if and only if it is
cyclically monotone.

(ii) Let A be an N �N matrix, N � 2, and consider the multifunction

� : RN ! P
�
RN
�
;

x 7! � (x) := fAxg :

Prove that � is cyclically monotone if and only if A is symmetric and
positive-semide�nite.

(iii) Prove that if A+AT is positive-semide�nite, then � is monotone.

(iv) Construct a multifunction � that is monotone but not cyclically monotone.

We conclude this subsection with a proof of Alexandrov�s theorem.
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Theorem 165 (Alexandrov) If f : B (x0; r) � RN ! R is convex, and

E := fx 2 B (x0; r) : f is di¤erentiable at xg ;

then rf : E ! RN is di¤erentiable LN a.e. in E.

Remark 166 Note that Theorem 122 does not imply Alexandrov�s theorem,
unless N = 1. Indeed, by a Theorem of Serrin, a function in BV has a repre-
sentative for which the partial derivatives exist LN a.e., but this is not enough
to conclude di¤erentiability.
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Exercise 167 Let C � RN be a convex set and let f : C ! R be convex and
Lipschitz. Consider the function

g (x) := inf ff (y) + (Lip f) jx� yj : y 2 Cg ; x 2 RN :

(i) Prove that g is Lipschitz with Lip g = Lip f and that g = f in C.

(ii) Prove that g is convex.

(iii) Give an example of a convex function f : [�1; 1]! R that can be extended
to a convex function from R into R in two di¤erent ways.

Proof of Alexandrov�s theorem. Since the result is local, by restricting
f to a smaller ball and then applying the previous exercise, we may assume that
f is de�ned in the whole RN (as a real-valued convex function). Let

E1 =
�
x 2 RN : f is di¤erentiable at x

	
:

By Theorem 117, the set E1 has full measure, that is, LN
�
RN n E1

�
= 0.

Moreover, by the previous theorem the function G := (@f + I)�1 : RN ! RN is
Lipschitz continuous with Lipschitz constant at most one and onto, since @f (x)
is nonempty for every x 2 RN . It follows by Rademacher�s theorem that G is
di¤erentiable LN a.e.. Moreover,G maps null sets to null sets, and the set

G
��
y 2 RN : G is di¤erentiable at y and detG (y) = 0

	�
has Lebesgue measure zero (see Rudin). Hence the set

E2 = fG (y) : G is di¤erentiable at y and detG (y) 6= 0g

has full measure, that is, LN
�
RN n E2

�
= 0.

We claim that rf is di¤erentiable in E1 \ E2. For any x 2 E1 \ E2. Then
x = G (y) for some y 2 RN , G is di¤erentiable at y and detG (y) 6= 0. By the
de�nition of G, we have

rf (x) = rf (G (y)) = rf (G (y))�G (y) (46)

= (rf + I) (@f + I)�1 (y)�G (y) = y �G (y) :

Fix x0 2 E1 \ E2 and let x0 = G (y0) for some y0 2 RN . Take Moreover,
if (G (y0) + h) 2 E1, then rf (G (y0) + h) exists. Since G is Lipschitz and
detG (y0) 6= 0, if h is su¢ ciently small, there exists zh 2 RN such that (see
Rudin, proof of Theorem notes)

G (y0 + zh) = G (y0) + h

and we may choose zx;h to satisfy jzx;hj � K jhj for some constant K > 0. On
the other, hand

jhj = jG (y0 + zh)�G (y0)j � jzhj :
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Using (46) twice, for all h su¢ ciently small we have

rf (x0 + h) = rf (G (y0) + h) = rf (G (y0 + zh))
= y0 + zh �G (y0 + zh)
= rf (G (y0)) +G (y0)�G (y0 + zh) + zh
= rf (x0)�rG (y0) zh + o (h) + zh;

where in the last equality we have used the fact that G is di¤erentiable at y0
and that o (zh) = o (h). Since

G (y0) +rG (y0) zh + o (zh) = G (y0 + zh) = G (y0) + h;

it follows that

zh = (rG (y0))�1 (h+ o (zh)) = (rG (y0))�1 h+ o (h) ;

and so we obtain

rf (x0 + h) = rf (x0) + zh �rG (y0) zh + o (h)

= rf (x0) +
�
(rG (y0))�1 � I

�
h+ o (h) ;

which shows that

lim
h!0

rf (x0 + h)�rf (x0)�
�
(rG (y0))�1 � I

�
h

jhj = 0;

namely that rf is di¤erentiable at x0, with

r2f (x0) = (rG (y0))�1 � I:

We also show that a second order Taylor�s formula holds, precisely, that

f (x0 + h) = f (x0) +rf (x0)h+
1

2



r2f (x0)h; h

�
+ o

�
jhj2
�
:

De�ne

 (h) := f (x0 + h) ;e (h) := f (x0) +rf (x0)h+
1

2

D�
(rG (y0))�1 � I

�
h; h

E
:

Then  (0) = e (0) and for LN a.e. small h,

r (h) = rf (x0 + h) = rf (x0)�
�
(rG (y0))�1 � I

�
h+ o (h)

= r e (h) + o (h) ;
and so the function 	(h) :=  (h) � e (h) is locally Lipschitz continuous and
satis�es 	(0) = 0, r	(h) = o (h) for LN a.e. small h. Hence 	(h) = o

�
jhj2
�
,

which completes the proof.
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Exercise 168 Consider the function f : R2 ! R, de�ned by

f (x; y) :=
4X
j=0

aj
xjy4�j

x2 + y2
if (x; y) 6= (0; 0) ;

f (0; 0) := 0;

where a0, a1, a2, a3, a4 2 R.

(i) Calculate the Hessian matrix

Hf (x; y) =

 
@2f
@x2 (x; y)

@2f
@x@y (x; y)

@2f
@y@x (x; y)

@2f
@y2 (x; y)

!

for all (x; y) 2 R2 and �nd a necessary and su¢ cient condition on a0, a1,
a2, a3, a4 for Hf to be symmetric.

(ii) Find a necessary and su¢ cient condition on a0, a1, a2, a3, a4 for rf to
be everywhere di¤erentiable.

(iii) Prove that if n 2 N is su¢ ciently large, then the function

g (x; y) := f (x; y) + n
�
x2 + y2

�
is convex, but for appropriate values of a0, a1, a2, a3, a4, Hg (0; 0) is not
symmetric or rg is not everywhere di¤erentiable.

3.4 Conjugate Functions

De�nition 169 Given a function f : RN ! [�1;1], the conjugate function
f� : RN ! [�1;1] of f is de�ned by

f� (y) := sup
x2RN

fy � x� f (x)g ; y 2 RN ;

and the biconjugate function f�� : RN ! [�1;1] of f is de�ned by f�� :=
(f�)

�.

Remark 170 It follows from the de�nition of f�, that

f� (y) := sup
x2dome f

fy � x� f (x)g ; y 2 RN ;

and so f� never takes the value �1, unless f � 1.

Since f� is the supremum of a family of continuous and convex functions, f�

is convex and lower semicontinuous. The same holds true for f��, and f�� � f .
Even when f is convex and lower semicontinuous it may happen that f�� 6= f .
Indeed, if f takes the value �1 at some point and f 6� �1, then f� � 1, and
in turn, f�� � �1.
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Exercise 171 Prove that:

(i) If 1 � p <1, then the polar function of f (x) = jxjp
p is

f� (y) =
jyjp

0

p0
y 2 RN ;

for p > 1 and

f� (y) =

�
1 if jyj > 1;
0 if jyj � 1;

if p = 1.

(ii) The polar function of f (x) :=
q
jxj2 + 1 is

f� (y) =

(
1 if jyj > 1;
�
q
1� jyj2 if jyj � 1:

From the de�nition of f� we have that if f 6� 1,

f� (y) � y � x� f (x)

for all y 2 RN and x 2 RN , or equivalently

f� (y) + f (x) � y � x;

provided we exclude the case f� (y) = 1 and f (x) = �1. The next result
characterizes pairs (x; y) 2 RN � RN for which equality holds.

Theorem 172 Let f : RN ! (�1;1] be a proper convex function, and let
(x; y) 2 RN � RN . Then y 2 @f (x) if and only if

f (x) + f� (y) = y � x: (47)

Proof. Fix (x0; y0) 2 RN � RN . If y0 2 @f (x0), then

f (x) � f (x0) + y0 � (x� x0) for all x 2 RN ;

or equivalently,

y0 � x0 � f (x0) � f� (y0) = sup
x2RN

fy0 � x� f (x)g :

Since the opposite inequality holds by de�nition of f�, equality (47) follows.
Conversely, assume that (47) holds at (x0; y0). In particular, f (x0) 2 R. By

de�nition of f� (y0) we have that for all x 2 RN ,

f (x)� y0 � x � �f� (y0) = f (x0)� y0 � x0;

that is,
f (x) � f (x0) + y0 � (x� x0) for all x 2 RN ;

which is equivalent to y0 2 @f (x0).
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Theorem 173 Let f : RN ! R be a proper convex function. Then

graph (@f)
�1 � graph @f�:

Moreover, if f is also lower semicontinuous, then

(@f)
�1
= @f�; (48)

and f�� = f .

Proof. The proof is very similar to the one of Theorem 54, with the only
di¤erence that we use Corollary 159 to conclude from (@f)

�1
= @f� that f�� =

f+const. We omit the details.

Theorem 174 Let f : RN ! (�1;1] be a proper, lower semicontinuous,
convex function. Then f� : RN ! (�1;1] is di¤erentiable in (dome f�)� if
and only if f is strictly convex in all convex sets contained in[

y2(dome f�)
�

@f� (y) :

Proof. Assume that f is strictly convex in all convex sets contained in

E :=
[

y2(dome f�)
�

@ (f�) (y) ;

let y0 2 (dome f�)� and assume by contradiction that f� is not di¤erentiable
at y0. Then by Theorems 147 and 142, @f� (y0) contains at least two distinct
elements x1, x2. By the previous theorem it follows that y0 2 @f (x1)\@f (x1).
By the equality case in the Young inequality, we have

x1 � y0 = f (x1) + f
� (y0) ; x2 � y0 = f (x2) + f

� (y0) :

Hence, for any � 2 [0; 1] we have

�f (x1) + (1� �) f (x2) + f� (y0) = � (f (x1) + f
� (y0)) + (1� �) (f (x2) + f� (y0))

= � (x1 � y0) + (1� �) (x2 � y0)
= (�x1 + (1� �)x2) � y0
� f (�x1 + (1� �)x2) + f� (y0) ;

where in the last inequality we have used the Young inequality. It follows that

�f (x1) + (1� �) f (x2) = f (�x1 + (1� �)x2) ;

which contradicts the strict convexity of f along the segment x1x2 � E.
Conversely, assume that f� : (dome f�)

� ! R is di¤erentiable in (dome f�)�.
By the previous theorem, f = f��. Let C be any convex set contained in E and
assume by contradiction that f is not strictly convex in C. Then there exist
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x1 6= x2 in C such that f is a¢ ne along the segment x1x2. Let x := x1+x2
2 2 C �

E. By the de�nition of E, there exists y 2 (dome f�)� such that x 2 @ (f�) (y),
and since f� is di¤erentiable in (dome f�)

�, it follows that rf� (y) = x. Using
the facts that f is a¢ ne in (dome f�)

� and that rf� (y) = x it follows from the
equality in the Young inequality that (recall that f = f��) we have

0 = f (x)+f� (y)�x�y = 1

2
(f (x1) + f

� (y)� x1 � y)+
1

2
(f (x2) + f

� (y)� x2 � y) :

By the Young inequality, necessarily f (x1) + f� (y) � x1y = 0 and f (x2) +
f� (y) � x2y = 0, which implies that x1, x2 2 @f� (y) = frf� (y)g. This is a
contradiction.
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Monday, April 7, 2008
Next we extend Theorem ?? to RN .

Theorem 175 Let f : RN ! (�1;1] be a proper, lower semicontinuous,
convex function. Assume that rf exists and is di¤erentiable in a neighborhood
of some point x0 2 RN , that that r2f is continuous at x0, and that the N �N
matrix r2f (x0) is nonsingular. Let y0 := rf (x0). Then f� is di¤erentiable in
a neighborhood of y0, rf� is di¤erentiable at y0, and

r2f� (y0) =
�
r2f (x0)

��1
:

Moreover, if f is of class C2 in a neighborhood of x0, then f� is of class C2 in
a neighborhood of y0.

Proof. Step 1: We claim that @f� (y0) = fx0g. Indeed, since y0 2 @f (x0),
by Theorem 173 we have that

(@f)
�1
(y0) = fx 2 dom @f : y0 2 @f (x)g � @f� (y0) ;

and so have that x0 2 @f� (y0). If the convex set @f� (y0) contains another
element, say x0 + v for some v 2 RN n f0g, then it contains the segment x0 +
v [0; 1]. Again by Theorem 173 we have that y0 2 @f (x0 + tv) for all all t 2 [0; 1].
Since f is di¤erentiable in a neighborhood of x0, there exists t0 2 (0; 1] such
that

rf (x0 + tv) = y0

for all t 2 [0; t0]. By di¤erentiating with respect to t we obtain that

r2f (x0) v = 0;

which contradicts the fact that r2f (x0) is nonsingular. Thus the claim holds
and @f� (y0) = fx0g. By Theorem 147, we have that f� is di¤erentiable at y0,
and, in turn, that y0 2 (dome f�)�. Note that in this part we have not used the
fact that r2f is continuous at x0.
Step 2: We prove that f� is di¤erentiable in a neighborhood of y0. Since r2f
is continuous at x0 and r2f (x0) is nonsingular, there exists r > 0 such that rf
is di¤erentiable and r2f is nonsingular in B (x0; r). By Theorem 150 and the
fact that y0 2 (dome f�)�, we have that @f� is upper semicontinuous, so there
exists � > 0 such that B (y0; �) � dome f� and

@f� (B (y0; �)) =
[

y2B(y0;�)

@f� (y) � B (x0; r) :

We claim that f� is di¤erentiable in B (y0; �). Since B (y0; �) � dome f
�, by

Theorem 147 we have that @f� (y) is nonempty for each y 2 B (y0; �), and so it
remains to show that @f� (y) is a singleton. If x 2 @f� (y), then x 2 B (x0; r),
and thus by the previous step applied to x instead of x0 we get the desired
result.
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Step 3: De�ne W := @f� (B (y0; �)) � B (x0; r). We claim that W is a neigh-
borhood of x0. Since rf is continuous at x0, there exists r1 2 (0; r) such that if
x 2 B (x0; r1), then rf (x) 2 B (y0; �) (recall that y0 = rf (x0)). By Theorem
173, (@f)�1 = @f�, and so for all x 2 B (x0; r1),

x 2 @f� (rf (x)) � @f� (B (y0; �)) =W:

Next we prove that rf is bijective from W onto B (y0; �). If x 2 W , then
there exists at least one y 2 B (y0; �) such that x = rf� (y). Hence y 2 @f (x),
but since x 2 B (x0; r), then necessarily, y = rf (x). This shows that rf is
bijective from W onto B (y0; �) and its inverse is rf�. We are now in a position
to apply the inverse function theorem to conclude that rf� is di¤erentiable at
y0, and

r2f� (y0) =
�
r2f (x0)

��1
:
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Wednesday, April 9, 2008

3.5 Convex Envelopes

As we will see in relaxation problems, in the case of nonconvex integrands f one
is interested in �convexifying� f . This brings us to various notions of convex
envelopes.

De�nition 176 Let V be a vector space and let f : V ! [�1;1]. The convex
envelope co f : V ! [�1;1] of f is de�ned by

(co f) (v) := sup fg (v) : g : V ! [�1;1] convex, g � fg .

Remark 177 To obtain co f , we should �rst convexify the epigraph of f , that
is consider the set co (epi f), and then consider a function whose epigraph is
co (epi f). We will see that to make this precise we need to somewhat �close�
the bottom of co (epi f). See the next proposition and Remark 180 below.

Let V be a vector space f : V ! [�1;1]. De�ne�
co1 f

�
(v) := inf f�f (v1) + (1� �) f (v2) : � 2 [0; 1] ; v1; v2 2 dome f;

v = �v1 + (1� �) v2g ;

where if � = 0 we set �f (v1) := 0 even if f (v1) = �1 (and similarly if
(1� �) = 0). Note that co f � co1 f � f , but in general co1 f is not convex.
Moreover, if f is convex, then co f = co1 f = f .
For every n 2 N, de�ne recursively

con+1 f := co1 f (con f) :

Exercise 178 Let x1, x2, x3 2 R2 be three points that are not alligned, let
E := fx1; x2; x3g and let f = IE. Find co1 f and co f .

Proposition 179 (Dal Maso) Let V be a vector space f : V ! [�1;1].
Then co f � con+1 f � con f � f for every n 2 N and

(co f) (v) = lim
n!1

(con f) (v) = inf

(
mX
i=1

�if (vi) : m 2 N; �i 2 [0; 1] ; vi 2 dome f;

i = 1; : : : ;m;
mX
i=1

�i = 1;
mX
i=1

�ivi = v

)
;

for all v 2 V .

Proof. The inequalities co f � con+1 f � con f � f follows from the
de�nitions. De�ne f1 (v) := limn!1 (co

n f) (v). Then co f � f1 � f . Note
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that

f1 (v) = inf
n2N

(con f) (v) = inf

(
mX
i=1

�if (vi) : m 2 N; �i 2 [0; 1] ; vi 2 dome f;

i = 1; : : : ;m;
mX
i=1

�i = 1;
mX
i=1

�ivi = v

)
:

To prove that f1 � co f , it remains to show that f1 is convex. To see this, let
v1, v2 2 V and � 2 (0; 1). If f1 (v1) or f1 (v2) are in�nite, there is nothing to
prove, so assume that f1 (v1) <1 and f1 (v2) <1. In turn, (con f) (v1) <1
and (con f) (v2) < 1 for all n su¢ ciently large. Fix any such n. By the
de�nition of (con f) (v), , we have�

con+1 f
�
(�v1 + (1� �) v2) � � (con f) (v1) + (1� �) (con f) (v2) ;

whenever the right hand-side is well-de�ned. Letting n!1, yields

f1 (�v1 + (1� �) v2) � �f1 (v1) + (1� �) f1 (v2) ;

which shows that f1 is convex. Hence f1 � co f .

Remark 180 Note that Proposition 179 implies that

dome co f = co (dome f)

and that
co (epi f) � epi (co f) :

In general, the strict inclusion possible. The problem is the bottom of the set
co (epi f).

Exercise 181 Prove that if f : RN ! [�1;1], then

co (epi f) � epi (co f) � co (epi f):

Exercise 182 Let f : R! R, de�ned by

f (x) :=

�
jxj if x 6= 0;
1 if x = 0:

Find co (epi f) and epi (co f).

If we restrict our attention to the space V = RN , then by Carathéodory�s
theorem one may restrict the number of convex combinations in co f .

Corollary 183 Let f : RN ! [�1;1]. Then for all x 2 RN ,

(co f) (x) = inf

(
N+2X
i=1

�if (xi) : �i 2 [0; 1] ; xi 2 dome f; i = 1; : : : ; N + 2;

N+2X
i=1

�i = 1;

N+2X
i=1

�ixi = x

)
:
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Proof. Let g (x) denote the the right-hand side of the previous identity. By
the previous theorem we have that co f � g. To prove the opposite inequality,
let x be such that

x =
nX
i=1

�ixi

for some n 2 N,
Pn

i=1 �i = 1, �i > 0, xi 2 dome f . Then for any ti � f (xi),
with ti 2 R, (note that f (xi) could be �1) the point 

nX
i=1

�ixi;
nX
i=1

�iti

!

belongs to co (epi f), and so, by Carathéodory�s theorem applied to co (epi f),
it can be written as a convex combination of N + 2 elements, say 

nX
i=1

�ixi;

nX
i=1

�iti

!
=

0@N+2X
j=1

�jyj ;

N+2X
i=i

�jsj

1A ;

where sj � f (yj). Hence

g (x) �
N+2X
j=i

�jf (yj) �
N+2X
j=i

�jsj =
nX
i=1

�iti:

Letting ti & f (xi), gives

g (x) �
nX
i=1

�if (xi) ;

and taking the in�mum on the right-hand side yields g (x) � co f (x).
Actually, it is possible to prove that in the previous corollary one can replace

N + 2 with N + 1. This follows from the following auxiliary result.

Proposition 184 Let E � RN be a nonempty set and let x0 2 coE \ @ (coE).
Then x can be represented as a convex combination of N elements of E.

Proof. If coE has dimension less than N , then there is nothing to prove.
Thus assume that coE has dimension less than N , so that By Theorem 89 with
C1 = fx0g and C2 = coE there exist b 2 RN n f0g and � 2 R such that

b � x0 � � = 0 and b � x� � � 0 for all x 2 coE: (49)

On the other hand, by Carathéodory�s theorem there exist xi 2 E, i = 1; : : : ; N+
1, and �i � 0, i = 1; : : : ; N + 1, with

PN+1
i=1 �i = 1 and

x0 =
N+1X
i=1

�ixi:
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Without loss of generality we may assume that �i > 0 for all i = 1; : : : ; N + 1,
since otherwise there is nothing to prove. Taking x = xi in (49) gives b �xi�� �
0, i = 1; : : : ; N + 1, and summing we obtain

0 = b � x0 � � =
N+1X
i=1

�i (b � xi � �) � 0:

Hence b � xi � � = 0 for all i = 1; : : : ; N + 1. Hence all the xi belong the
hyperplane b � x = �, and since this has dimension N � 1 we can write x0 as as
a convex combination of N elements of E \ fb � x = �g.
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Friday, April 11, 2008

Theorem 185 Let f : RN ! [�1;1]. Then for all x 2 RN ,

(co f) (x) = inf

(
N+1X
i=1

�if (xi) : �i 2 [0; 1] ; xi 2 dome f; i = 1; : : : ; N + 1;

N+1X
i=1

�i = 1;
N+1X
i=1

�ixi = x

)
:

Exercise 186 Prove the previous theorem.

The next proposition gives another characterization of co f .

Corollary 187 Let V be a vector space and let f : V ! [�1;1]. Then

co f (v) = inf ft 2 R : (v; t) 2 co (epi f)g

for all v 2 V .

Proof. De�ne

h (v) := inf ft 2 R : (v; t) 2 co (epi f)g ; v 2 V:

If (v; t) 2 co (epi f), then by Proposition 72, (v; t) can be written as a convex
combination of elements of epi f , that is,

v =
nX
i=1

�ivi; t =
nX
i=1

�iti

for some n 2 N,
Pn

i=1 �i = 1, �i � 0, vi 2 dome f , ti � f (vi). Hence,

t �
nX
i=1

�if (vi) � co f (v) :

Taking the in�mum over all t such that (v; t) 2 co (epi f), gives

h (v) � co f (v) :

Conversely, if v =
Pn

i=1 �ivi, for some n 2 N,
Pn

i=1 �i = 1, �i � 0, vi 2 dome f ,
then for any ti > f (vi), de�ne

t :=
nX
i=1

�iti:

Then (v; t) 2 co (epi f), and so
nX
i=1

�iti = t � h (v) :
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Letting ti & f (vi) yields
nX
i=1

�if (vi) � h (v) ;

and taking the in�mum on the left-hand side gives co f (v) � h (v).
We conclude this section with some regularity results for the convex envelope

co f of a smooth function f .

Theorem 188 Let f : RN ! (�1;1] be a continuous function. Assume
that f is di¤erentiable in dome f . Then its convex envelope co f is C1 in a
neighborhood of each point x0 2 RN satisfying

(co f) (x0) < lim inf
jxj!1

f (x) .

Moreover, if rf is locally Hölder continuous with exponent 0 < � < 1 or locally
Lipschitz in dome f , then r (co f) has the same (local) regularity in the open
set �

w 2 RN : (co f) (w) < lim inf
jxj!1

f (x)

�
.

Lemma 189 Let B � RN be any open ball. If g : B ! R is convex, and
f : B ! R is di¤erentiable at x0 2 B, g � f , f (x0) = g (x0), then g is
di¤erentiable at x0 and rg (x0) = rf (x0).

Proof. Proof 1: Since g � f and f is di¤erentiable at x0, we have

lim sup
x!x0

g (x)� g (x0)�rf (x0) � (x� x0)
jx� x0j

(50)

� lim
x!x0

f (x)� f (x0)�rf (x0) � (x� x0)
jx� x0j

= 0.

Conversely, using Remark 107(i), for " > 0 su¢ ciently small we have

inf
y2B1(x0;")

fg (y)� g (x0)�rf (x0) � (y � x0)g

� �
�
2N � 1

�
sup

y2B1(x0;")

fg (y)� g (x0)�rf (x0) � (y � x0)g

� �
�
2N � 1

�
sup

y2B1(x0;")

ff (y)� f (x0)�rf (x0) � (y � x0)g

� �
�
2N � 1

�
sup

y2B1(x0;")

�
jf (y)� f (x0)�rf (x0) � (y � x0)j

ky � x0k1
ky � x0k1

�
� �

�
2N � 1

�
" sup
y2B1(x0;")

�
jf (y)� f (x0)�rf (x0) � (y � x0)j

ky � x0k1

�
= �

�
2N � 1

�
"o (1) ;
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where in the last identity, we have used the fact that f is di¤erentiable at x0.
Hence if kx� x0k1 = ", then

g (x)� g (x0)�rf (x0) � (x� x0)
kx� x0k1

�
infy2B1(x0;") fg (y)� g (x0)�rf (x0) � (y � x0)g

"

� �
�
2N � 1

�
o (1) ;

and so, since k�k1 is equivalent to j�j,

lim inf
x!x0

g (x)� g (x0)�rf (x0) � (x� x0)
jx� x0j

� 0:

This, together with (50), implies that g is di¤erentiable at x0 and rg (x0) =
rf (x0).
Proof 2 (suggested by Pietro): Since g is subdi¤erentiable at x0 for any
y0 2 @g (x0),

g (x) � g (x0) + y0 � (x� x0)

for all x 2 B. On the other hand, since f is di¤erentiable at x0,

f (x) = f (x0) +rf (x0) � (x� x0) + o (jx� x0j) ;

and so

f (x0) +rf (x0) � (x� x0) + o (jx� x0j)
= f (x) � g (x) � g (x0) + y0 � (x� x0) ;

which implies that

o (jx� x0j) � (y0 �rf (x0)) � (x� x0)

for all x 2 RN , with jx� x0j su¢ ciently small. This implies that y0 = rf (x0)
(why?). Thus @g (x0) = frf (x0)g.

Example 190 The next two examples show the sharpness of the previous the-
orem.

(i) The function f (x) = f (x1; x2) =
p
exp (�x21) + x22 shows that the condi-

tion (co f) (x) < lim inf jxj!1 f (x) cannot be eliminated.

(ii) Note that in general one cannot go beyond the regularity stated in the
previous theorem. Indeed, any smooth function f : R! [0;1) such that
co f = f outside [�1; 1], f�1 (f0g) = f�1; 1g, and f 00 (�1) > 0 shows that
co f may not be of class C2 even if f is.
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Monday, April 14, 2008
Proof of Theorem 188. Step 1: Let

A :=

�
x 2 RN : (co f) (x) < lim inf

jwj!1
f (w)

�
If A is nonempty, then

lim inf
jxj!1

f (x) > �1,

and since f is continuous, we deduce that f must be bounded from below by
some constant c. By replacing f with f � c, without loss of generality, we may
assume that f � 0.
Step 2: Next we claim that co f is di¤erentiable in A. Indeed, �x x0 2 A. By
Theorem 185, let

n�
�
(n)
i ; x

(n)
i

�o
� [0; 1] � RN , i = 1; : : : ; N + 1, n 2 N, be a

minimizing sequence such that

N+1X
i=1

�
(n)
i = 1,

N+1X
i=1

�
(n)
i x

(n)
i = x0,

and
N+1X
i=1

�
(n)
i f

�
x
(n)
i

�
! co f (x0) (51)

as n!1.
Upon extracting a subsequence if necessary, for each i = 1; : : : ; N + 1 we

may assume that �(n)i ! �i, and that either
���x(n)i

���!1 or x(n)i ! xi as n!1.
Fix

(co f) (x0) < s < t < lim inf
jwj!1

f (w) ,

let 0 < "0 < 1 be so small that

t (1� "0) > s, (52)

and �nd L > 0 such that

f (x) � t for all jxj � L. (53)

De�ne

I :=
n
i = 1; : : : ; N + 1 :

���x(n)i

��� � L for all n large
o
,

J := fi = 1; : : : ; N + 1g n I.

We claim that there exists i 2 J such that �i � "0
N+1 . Indeed, if this is not the

case, then �i < "0
N+1 for all i 2 J , and soX

i2I
�i = 1�

X
i2J

�i � 1� "0 > 0. (54)
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By (53), for any i 2 I we have that f
�
x
(n)
i

�
� t for all n su¢ ciently large, and

so, using the fact that f � 0,
N+1X
i=1

�
(n)
i f

�
x
(n)
i

�
�
X
i2I

�
(n)
i f

�
x
(n)
i

�
� t
X
i2I

�
(n)
i .

Letting n!1, by (51) and (54) we get

s > co f (x0) � t
X
i2I

�i � t (1� "0) ,

which contradicts (52) and proves the claim. Hence, without loss of generality,
we may assume that �(n)1 ! �1 � "0

N+1 , x
(n)
1 ! x1 2 B (0; L) as n ! 1. Since

f � 0 we have that

�
(n)
1 f

�
x
(n)
1

�
�

N+1X
i=1

�
(n)
i f

�
x
(n)
i

�
,

and so letting n!1 by (51) and using the continuity of f we get

"0
N + 1

f (x1) � �1f (x1) = lim
n!1

�
(n)
1 f

�
x
(n)
1

�
� co f (x0) < s. (55)

This shows that x1 2 dome f , and thus f is di¤erentiable at x1 by assumption.
Note also that

n
x
(n)
1

o
� dome f for all n su¢ ciently large.

By the convexity of co f and since for any h 2 RN ,

x0 + h = �
(n)
1

 
x
(n)
1 +

h

�
(n)
1

!
+

N+1X
i=2

�
(n)
i x

(n)
i ,

for all n su¢ ciently large we obtain

(co f) (x0 + h)� (co f) (x0) ��(n)1 (co f)

 
x
(n)
1 +

h

�
(n)
1

!

+

N+1X
i=2

�
(n)
i (co f)

�
x
(n)
i

�
� (co f) (x0)

��(n)1

"
f

 
x
(n)
1 +

h

�
(n)
1

!
� f

�
x
(n)
1

�#

+

"
N+1X
i=1

�
(n)
i f

�
x
(n)
i

�
� (co f) (x0)

#
,

where we have used the fact that
n
x
(n)
1

o
� dome f for all n su¢ ciently large.

Letting n!1 in the previous inequality yields

(co f) (x0 + h)� (co f) (x0) � �1

�
f

�
x1 +

h

�1

�
� f (x1)

�
(56)
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for all h 2 RN . Since by assumption f is di¤erentiable at x1, it follows in
particular that the right-hand side is �nite for all h su¢ ciently small, say
jhj < r. In turn, the nonnegative convex function (co f) (x0 + �) is �nite for
the same values of h. Since the left-hand side is a convex function in the vari-
able h, the previous lemma implies that (co f) (x0 + �) is di¤erentiable at 0 and
r (co f) (x0) = rf (x1).
Thus we have shown that co f is di¤erentiable in A, and by Theorem 119(i)

it follows that r (co f) is continuous on A.
Step 3: Finally, assume that rf is locally Hölder continuous with exponent
0 < � < 1 or locally Lipschitz in dome f and let U be an open set compactly
contained in A. Find U �� D �� A. By the continuity of co f and the
de�nition of the set A we may �nd s,

0 < s < lim inf
jxj!1

f (x) ,

such that (co f) (x) < s for all x 2 D. Fix

s < t < lim inf
jxj!1

f (x) ,

and let "0 > 0 and L > 0 be as in (52) and (53). By the previous step, for
any x 2 D we may �nd x(x)1 2 dome f \ B (0; L) and "0

N+1 � �1 � 1 such that
r (co f) (x) = rf

�
x
(x)
1

�
and (55) and (56) hold. We claim that there exists an

open set U1 compactly contained in dome f such that x
(x)
1 2 U1 for all x 2 D.

Indeed, if not, then we may �nd a sequence fxkg � D converging to some x 2 D
such that x(xk)1 ! x1 2 B (0; L) n dome f . But by (55),

"0
N + 1

f
�
x
(xk)
1

�
� (co f) (xk) < s.

Letting k ! 1 and using the continuity of f we obtain a contradiction since
x1 =2 dome f . Hence the claim holds.
Let U1 �� U2 �� dome f and by hypothesis let C = C (U2) > 0 be such

that
jrf (x)�rf (w)j � C jx� wj� (57)

for all x, w 2 U2. Let r > 0 be so small that w + (N+1)h
"0

2 U2 for all jhj < r
and all w 2 U1.
If x 2 U , then by what we just proved, x(x)1 2 U1, and so x

(x)
1 + h

�
(x)
1

2 U2

for all jhj < r. By the mean value theorem and the fact that r (co f) (x) =
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rf
�
x
(x)
1

�
we obtain

(co f) (x+ h)� (co f) (x)�r (co f) (x) � h

� �
(x)
1

"
f

 
x
(x)
1 +

h

�
(x)
1

!
� f

�
x
(x)
1

�
�rf

�
x
(x)
1

�
� h

�
(x)
1

#

= �
(x)
1

"
rf

�
w
(x;h)
1

�
� h

�
(x)
1

�rf
�
x
(x)
1

�
� h

�
(x)
1

#

� �
(x)
1 C

����� h�(x)1

�����
1+�

� (N + 1)

"�0

�

C jhj1+�

for some w(x;h)1 on the segment of endpoints x(x)1 and x(x)1 + h

�
(x)
1

, and where we

have used (56), (57), and the fact that �(x)1 2
h

"0
N+1 ; 1

i
. Hence also by Theorem

156,

0 � (co f) (x+ h)� (co f) (x)�r (co f) (x) � h � (N + 1)

"�0

�

C jhj1+�

for all jhj < r. By Remark 107(iii) applied to the convex function

g (h) := (co f) (x+ h)� (co f) (x)�r (co f) (x) � h

we obtain that

jr (co f) (x+ h)�r (co f) (x) j (58)

= jrg (h)j � Lip (g;B (0; 2 jhj)) � osc (g;B (0; 4 jhj))
2 jhj

� 41+� (N + 1)

2"�0

�

C jhj�

for all jhj < 1
4r.

Fix �x 2 U and let r(�x) > 0 be so small that B
�
�x; r(�x)

�
� D and r(�x) < r

8 . We
claim that r (co f) is Hölder continuous with exponent 0 < � < 1 or Lipschitz
in B

�
�x; r(�x)

�
. To see this, let x, w 2 B

�
�x; r(�x)

�
and write

w = x+ h,

where h := w � x is such that

jhj = jw � xj � jw � �xj+ jx� �xj < 2�r < r

4
.

By (58),

jr (co f) (w)�r (co f) (x)j 41+� (m+ 1)
2"�0

�

C jw � xj� ,
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which proves the claim.
Since the family of balls

�
B
�
�x; r(�x)

�	
�x2U is an open cover for the compact

set U , we can �nd a �nite number of balls that still cover U .
Hence r co f is locally Hölder continuous with exponent 0 < � < 1 or locally

Lipschitz.
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3.6 An Application

Theorem 191 Let E be a Borel subset of RN with �nite measure, let 1 � p �
1, and let f : Rm ! R be a Borel function bounded from below by an a¢ ne
function. If z0 2 Rm, then

inf

�Z
E

f(u (x)) dx : u 2 Lp (E;Rm) , 1jEj

Z
E

u (x) dx = z0

�
= (co f) (z0) jEj ;

and the in�mum is attained if and only if

z0 2 coMz0 ;

where

Mz0 := fz 2 Rm : f (z) = (co f) (z0) + � � (z � z0) for all � 2 @ (co f) (z0)g.

Lemma 192 Let E be a Borel subset of RN with positive �nite measure, and
let v 2 L1 (E;Rm). Then

1

LN (E)

Z
E

v dx 2 co fv (x) : x 2 E, x is a Lebesgue point of vg .

Proof. The proof is by induction on m. Let

z0 :=
1

LN (E)

Z
E

v dx, G := fv (x) : x 2 E, x a Lebesgue point of vg .

For m = 1 it is not di¢ cult to show that coG is the (possibly in�nite) interval
of endpoints essinfE v and esssupE v. If z0 =2 coG, then either z0 � esssupE v
or z0 � essinfE v. Assume that z0 � esssupE v. Then z0 � v (x) � 0 for LN a.e.
x 2 E, and so since

1

LN (E)

Z
E

(z0 � v (x)) dx = 0,

we deduce that v (x) = z0 for LN a.e. x 2 E. In turn, G = fz0g, which
contradicts the fact that z0 =2 coG. The case z0 � essinfE v is treated in an
analogous way.
Assume that the result is true for functions with values in Rm�1 and let

v 2 L1 (E;Rm). If z0 =2 coG, then by Theorem 88 (with C1 = fz0g and
C2 = coG) we may �nd a half-space

H = fz 2 Rm : b � (z � z0) � 0g

through z0 containing coG, where b 2 Rm, b 6= 0. Then from the de�nition of
z0 and G and since G � H,

0 =

Z
E

b � (v (x)� z0) dx =
Z
fy2E: b�(v(y)�z0)�0g

b � (v (x)� z0) dx

+

Z
fy2E: b�(v(y)�z0)<0g

b � (v (x)� z0) dx.

121



HenceZ
E

jb � (v (x)� z0)j dx = 2
Z
fy2E: b�(v(y)�z0)<0g

jb � (v (x)� z0)j dx = 0,

since v (x) 2 H for LN a.e. x 2 E. This implies that

v (x) 2 fz 2 Rm : b � (z � z0) = 0g

for LN a.e. x 2 E, and thus the function v takes values on an (m� 1)-
dimensional hyperplane. By the induction hypothesis we have that z0 2 coG,
which is a contradiction.
Proof of Theorem 191. We begin by observing that by Theorem 185,

inf

�Z
E

f(s) dx : s 2 Lp (E;Rm) , s simple, 1

jEj

Z
E

s dx = z0

�
= inf

(
nX
i=1

�if (zi) : n 2 N, �i 2 [0; 1] , zi 2 Rm, i = 1; : : : ; n,

nX
i=1

�i = 1,
nX
i=1

�izi = z0

)
= (co f) (z0) jEj ,

and so

inf

�Z
E

f(u) dx : u 2 Lp (E;Rm) , 1

jEj

Z
E

u dx = z0

�
� (co f) (z0) jEj .

To prove the opposite inequality, observe that since f is real-valued and bounded
from below by an a¢ ne function, we have that co f : Rm ! R, and thus co f is
subdi¤erentiable at z0. Hence for all � 2 @ (co f) (z0)

f (z) � (co f) (z) � (co f) (z0) + � � (z � z0) :

Taking z = u (x) and integrating over E yieldsZ
E

f(u (x)) dx �
Z
E

(co f) (u (x))) dx � (co f) (z0) jEj+ � �
Z
E

(u (x)� z0) dx

(59)

= (co f) (z0) jEj ;

where we have used the fact that 1
jEj
R
E
u dx = z0. Hence

inf

�Z
E

f(v) dx : v 2 Lp (E;Rm) , 1

jEj

Z
E

v dx = z0

�
� (co f) (z0) jEj .

Suppose now that the in�mum is attained at some function v 2 Lp (E;Rm) with

1

jEj

Z
E

v (x) dx = z0. (60)
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By (59) we haveZ
E

f(v) dx =

Z
E

(co f) (v) dx = (co f) (z0) jEj , (61)

and so f(v (x)) = (co f) (v (x)) for LN a.e. x 2 E.
Therefore, given any � 2 @ (co f) (z0) (recall Theorem ??), it follows that

f(v (x)) = (co f) (v (x)) � (co f) (z0) + � � (v (x)� z0) ,

and the inequality must be an equality for LN a.e. x 2 E or else, in view of
(60), (61) would be violated. We deduce that

v (x) 2 fz 2 Rm : f (z) = (co f) (z) = (co f) + � � (z � z0)g

for LN a.e. x 2 E, which, together with (60) and Lemma 192, yields

z0 2 co fz 2 Rm : f (z) = (co f) (z) = (co f) (z0) + � � (z � z0)g.

Conversely, assume that z0 2 coMz0 and write

z0 =

m+1X
i=1

�izi, (62)

where �i 2 [0; 1], zi 2 Mz0 , i = 1; : : : ;m + 1, and
Pm+1

i=1 �i = 1. Since the
Lebesgue measure is nonatomic, we may �nd a partition of E into measurable
subsets Ei such that

jEij = �i jEj ,

i = 1; : : : ;m+ 1, and de�ne

v :=
m+1X
i=1

�Eizi.

By (62), v is admissible, and for a �xed � 2 (co f) (z0) we haveZ
E

f(v) dx =
m+1X
i=1

jEij f (zi) =
m+1X
i=1

jEij ((co f) (z0) + � � (zi � z0))

= jEj (co f) (z0) ,

where we have used (62) and the fact that zi 2Mz0 .

3.7 Biconjugate Functions

Proposition 193 Let f : RN ! [�1;1] be convex and lower semicontinuous.
If f takes the value �1, then f : RN ! f�1;1g
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Proof. Assume by contradiction that there exists x0 2 RN such that
f (x0) 2 R and let f (x1) = �1. Consider the function g : R ! [�1;1]
de�ned by

g (t) := f (tx0 + (1� t)x1) ; t 2 R:

Then g is convex and g (0) = �1 and g (1) 2 R, so by convexity g (t) = �1
for all t 2 [0; 1). But since f is lower semicontinuous, then

�1 = lim inf
t!1�

g (t) � g (1) ;

which is a contradiction.

Theorem 194 Let f : RN ! [�1;1], f 6� 1. Then

(i) f�� (x) = sup fg (x) : g a¢ ne, g � fg for all x 2 RN . In particular, if
f�� takes the value �1, then f�� � �1;

(ii) f�� � lsc (co f) � co (lsc f) � co f � f ;

(iii) if, in addition, there exists an a¢ ne function below f , then f�� = lsc (co f).
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Monday, April 21, 2008
Proof. Step 1: Set

~f (x) := sup fg (x) : g a¢ ne, g � fg ; x 2 RN :

We �rst prove that ~f � �1, i.e., the family of admissible functions g in the
de�nition of ~f is empty, if and only if f� � 1. Indeed, if there exist y 2 RN
and � 2 R such that

y � x+ � � f (x)

for every x 2 RN , then, equivalently,

y � x� f (x) � ��

for every x 2 RN . Therefore
f� (y) � ��. (63)

Conversely, if there exists y 2 RN such that f� (y) < 1, then f� (y) 2 R since
f 6� 1. In view of the de�nition of f� (y), it follows that

y � x� f� (y) � f (x)

for every x 2 RN and thus

g (x) := y � x� f� (y) � ~f (x) : (64)

Step 2: We prove (i). If f� � 1, then f�� � �1, and by Step 1, property (i)
holds. Suppose now that there exists y 2 RN such that f� (y) <1. Taking the
supremum in (64) over all such y yields f�� (x) � ~f (x).
Conversely, by Step 1 there is at least one admissible function g (x) = y �x+�

in the de�nition of ~f . As in (63) we obtain f� (y) � ��, and we deduce that

f�� (x) � y � x� f� (y) � y � x+ �.

Taking the supremum over all such pairs (y; �), we conclude that f�� (x) � ~f (x).
(ii) The last two inequalities are immediate. Since co f � f , then lsc (co f) �
lsc f , and using the fact that lsc (co f) is convex by Proposition 129, we obtain
that lsc (co f) � co (lsc f).
Since f�� is lower semicontinuous, convex, and below f , we have that f�� �

lsc (co f).
(iii) Since lsc (co f) is convex, lower semicontinuous, and above an a¢ ne func-
tion, then by Proposition ??, invoking (ii), it follows that

lsc (co f) (x) = sup fg (x) : g a¢ ne, g � lsc (co f) (x)g (65)

= (lsc (co f))
��
(x) ,

where in the last equality we used part (i). Since lsc (co f) � f by (65) we
conclude that lsc (co f) � f��.
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Remark 195 (i) Note that if there is no a¢ ne function below f , then The-
orem 194(iii) does not hold in general. Observe that Remark 136 exhibits
an example in which f�� � �1 � lsc (co f) = f .

(ii) From Theorem 194 it follows that if there exists an a¢ ne function below
f and if co f is lower semicontinuous, then f�� = lsc (co f) = co (lsc f) =
co f . In particular, if f : RN ! R admits an a¢ ne function g such that
f � g, then

�1 < g � f�� � co (lsc f) � co f � f <1,

and so co f : V ! R. By Theorem ?? it follows that co f is continuous,
and so f�� = lsc (co f) = co (lsc f) = co f .

(iii) Note that when f : RN ! R is bounded from below by an a¢ ne function
g, then co f is continuous by Corollary 108, and so by (ii) we have that
f�� = lsc (co f) = co (lsc f) = co f . However, when f takes the value 1,
then by Theorem 130, f�� = lsc (co f) agrees with co f except possibly on
rba� (dome co f), and in particular, it may happen that f�� � co (lsc f) on
rba� (dome co f) as shown by the following example.

Exercise 196 Let N = 2 and consider the function

f (x) = f (x1; x2) =

8<: x2 � x1ex2 if x2 � 0 and 0 < x1 � x2e
�x2 ,

0 if x2 � 0 and x2e�x2 < x1,
1 otherwise.

Prove that

f�� (x1; x2) =

�
0 if x1 � 0 and x2 � 0,
1 otherwise,

while

co (lsc f) (x1; x2) =

8<: x2 if x1 = 0 and x2 � 0,
0 if x1 > 0 and x2 � 0,
1 otherwise.

Note that co (lsc f) is convex but not lower semicontinuous.

Corollary 197 Let f : RN ! [�1;1], f 6� 1.

(i) If f is subdi¤erentiable at some x0 2 RN , then f (x0) = f�� (x0).

(ii) If f (x0) 2 R and f�� (x0) 2 R for some x0 2 RN , then @f (x0) �
@f�� (x0). Moreover, if f (x0) = f�� (x0), then @f (x0) = @f�� (x0).

Proof. (i) If f is subdi¤erentiable at x0, then for every y0 2 @f (x0),

f (x) � f (x0) + y0 � (x� x0)

for all x 2 RN , and so by (i) and (ii),

f (x) � f�� (x) � f (x0) + y0 � (x� x0)
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for all x 2 RN . In particular, taking x = x0 gives f (x0) = f�� (x0).
(ii) If f (x0) 2 R and f�� (x0) 2 R for some x0 2 RN , then for any y0 2

@f (x0), we have If f (x0) = f�� (x0), then the previous inequality becomes

f (x) � f�� (x) � f (x0) + y0 � (x� x0)
� f�� (x0) + y0 � (x� x0) ;

which implies that y0 2 @f�� (x0). Hence @f (x0) � @f�� (x0). On the other
hand, if f (x0) = f�� (x0) and y0 2 @f�� (x0), then

f (x) � f�� (x) � f�� (x0) + y0 � (x� x0)
= f (x0) + y0 � (x� x0) ;

and so y0 2 @f (x0). Hence @f (x0) = @f�� (x0).
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3.8 An Application

Theorem 198 Let E � RN be a Lebesgue measurable set, let 1 � p <1; and
let f : E � Rm ! (�1;1] be a Borel function. Assume that there exist a
nonnegative function 
 2 L1 (E) and a constant C > 0 such that

f (x; z) � �C jzjp � 
 (x) for LN a.e. x 2 E and for all z 2 Rm:

Then the functional

v 2 Lp (E;Rm) 7!
Z
E

f (x; v (x)) dx

is sequentially lower semicontinuous with respect to weak convergence in Lp (E;Rm)
if and only if

(i) f (x; �) is convex in Rm for LN a.e. x 2 E;

(ii) there exist two functions a 2 L1 (E) and b 2 Lp0 (E;Rm) such that

f (x; z) � a (x) + b (x) � z

for LN a.e. x 2 E and all z 2 Rm;

(iii) f (x; �) is lower semicontinuous in Rm for LN a.e. x 2 E:

Proof. We prove only the su¢ cency part. Thus, assume that (i)-(iii) hold.

Step 1: Suppose �rst that f is nonnegative. Let fvng � Lp (E;Rm) be a
sequence weakly converging to some v 2 Lp (E;Rm). Without loss of generality
we may assume that

lim inf
n!1

Z
E

f(x; vn (x)) dx = lim
n!1

Z
E

f(x; vn (x)) dx <1

and that

sup
n

Z
E

f(x; vn (x)) dx <1:

De�ne the measures

�n (B) :=

Z
B\E

f(x; vn (x)) dx; B 2 B
�
RN
�
:

Then
sup
n
�n
�
RN
�
<1;

and so, passing to a subsequence if necessary, there exists a (positive) Radon
measure � such that

�n
�
* � inM

�
RN ;R

�
(66)
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as n!1. We claim that

d�

dLN (x0) � �E (x0) f(x0; v(x0)) for LN a.e. x0 2RN : (67)

If (67) holds, then the conclusion of the theorem follows. Indeed, since by the
Radon�Nikodym and Lebesgue decomposition theorems

� =
d�

dLN L
N + �s;

where �s � 0, by the lower semicontinuity of the norms, we have

lim
n!1

Z
E

f(x; vn) dx = lim
n!1

�n
�
RN
�
� �

�
RN
�
�
Z
RN

d�

dLN dx �
Z
E

f(x; v) dx:

Thus, to conclude the proof of the theorem, it su¢ ces to prove (67) for LN a.e.
x0 2 E.
By Theorem ?? below there exist two sequences of bounded measurable

functions
ai : E ! R; bi : E ! Rm;

such that
f(x; z) = sup

i2N
fai(x) + bi(x) � zg

for LN a.e. x 2 E and all z 2 Rm.
Fix a point x0 2 E of density one for E that satis�es

d�

dLN (x0) = lim
"!0+

�(Q(x0; ") \ E)
"N

<1

and is a Lebesgue point of all the L1loc functions ai (�)�E (�) and (bi(�) � v (�))�E (�) :
Choose "k & 0 such that �(@Q(x0; "k)) = 0. Then

d�

dLN (x0) = lim
k!1

�(Q(x0; "k))

"Nk
= lim

k!1
lim
n!1

�n(Q(x0; "k))

"Nk

= lim
k!1

lim
n!1

1

"Nk

Z
Q(x0;"k)\E

f(x; vn (x)) dx

� lim inf
k!1

lim inf
n!1

1

"Nk

Z
Q(x0;"k)\E

(ai (x) + bi (x) � vn (x)) dx

= lim inf
k!1

1

"Nk

Z
Q(x0;"k)\E

(ai (x) + bi (x) � v (x)) dx

= ai (x0) + bi (x0) � v (x0) ,

where we have used the fact that vn * v in Lp (E;Rm). By taking the supremum
over all i we conclude that

d�

dLN (x0) � f(x0; v(x0))

as desired.
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Proof. Step 2: Since f (x; z) � a (x) + b (x) � z for all LN a.e. x0 2 E and

for all z 2 Rm, we have that the function f (x; z)� (a (x) + b (x) � z) � 0 has all
the properties of the previous step. By Step 1,

lim inf
n!1

�Z
E

f (x; vn) dx�
Z
E

(a+ b � v) dx
�

= lim inf
n!1

Z
E

(f (x; vn) � (a+ b � vn)) dx

�
Z
E

f (x; v) dx�
Z
E

(a+ b � v) dx.

Since v 2 Lp (E;Rm), the result follows.
Now let�s discuss measurability and boundedness of the functions ai and bi.

We begin with the case in which f is real-valued.

Theorem 199 Let E � RN be a Lebesgue measurable set and let f : E�Rm !
R be a Borel function such that f (x; �) is convex in Rm for LN a.e. x 2 E.
Then there exist measurable functions ai : E ! R and bi : E ! Rm such that

f (x; z) = sup
i2N

fai (x) + bi (x) � zg

for LN a.e. x 2 E and for all z 2 Rm.
Moreover, if f is nonnegative, then the functions ai and bi may be taken to

be bounded.

Proof. By De Giorgi�s theorem, for LN a.e. x 2 E and for all z 2 Rm we
may write

f (x; z) = sup
i2N

fai (x) + bi (x) � zg ,

where

ai (x) :=

Z
Rm

f (x; z) ((m+ 1)'i (z) +r'i (z) � z) dz, (68)

bi (x) := �
Z
Rm

f (x; z)r'i (z) dz,

and the functions 'i are of the form

'i (z) := kmi ' (ki (qi � z)) , z 2 Rm,

for ki 2 N, qi 2 Qm, and some ' 2 C1c (Rm) (see (33)).
To prove the measurability of ai, note that the nonnegative functions

g+ (x; z) := (f (x; z) ((m+ 1)'i (z) +r'i (z) � z))+ ;
g� (x; z) := (f (x; z) ((m+ 1)'i (z) +r'i (z) � z))� ;
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are Borel functions. Hence, by Tonelli�s theorem the functions

x 2 E 7!
Z
Rm

g+ (x; z) dz; x 2 E 7!
Z
Rm

g� (x; z) dz

are measurable. In turn, so is the function

x 2 E 7! ai (x) :=

Z
Rm

�
g+ (x; z)� g� (x; z)

�
dz:

Similarly, we can prove that bi is measurable.
Finally, to prove the last part of the theorem, note that, since f is nonneg-

ative, we may write

f (x; z) = sup
i2N

fai (x) + bi (x) � zg+

for LN a.e. x 2 E and for all z 2 Rm. For k 2 N0 de�ne �0 :� 0 and

�k (s) :=

8<: 1 s � k � 1,
�s+ k k � 1 < s < k,
0 s > k,

and let
�i;k (x) := �k (jai (x)j+ jbi (x)j) .

Since 0 � �i;k � 1, it follows that

(ai (x) + bi (x) � z)+ = sup
k2N0

f�i;k (x) ai (x) + �i;k (x) bi (x) � zg ,

for LN a.e. x 2 E and for all z 2 Rm. Note that �i;kai and �i;kbi are measurable
and bounded.
When f takes the value1, to �nd ai and bi we used the the Moreau-Yosida

approximation of f . For every " > 0, let

f" (x; z) := inf
y2Rm

�
f (x; y) +

1

2"
jz � yj2

�
;

where x 2 E and z 2 Rm. In this case to prove the measurability of f" we need
to use the Aumann measurable selection theorem. We skip the details.
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3.9 Duality

We are interested in minimizing problems of the type

inf
x2RN

[f (x) + g (Ax)] ;

where A is an N �M matrix, f : RN ! (�1;1], g : RM ! (�1;1]. We will
see that the dual problem becomes

sup
y02RM

�
�f�

�
AT y0

�
� g� (y0)

�
;

where f� and g� are the conjugate functions of f and g and AT is the transpose
matrix of A.
Taking a functional F : RN ! [�1;1], we consider the minimization

problem
inf
x2RN

F (x) : (P)

We will write inf P for problem P.
We consider a perturbation problem. Consider a function � : RN � RM !

[�1;1] such that
� (x; 0) = F (x) (69)

for all x 2 RN . For every �xed y 2 RM we consider the minimization problem

inf
x2RN

� (x; y) : (Py)

Note that (P)0 is our original problem (P). We now consider the conjugate
function �� : � of �, that is,

�� (x0; y0) = sup
x2RN ; y2RM

fx0 � x+ y0 � y � � (x; y)g :

The problem
sup
y02RM

f��� (0; y0)g (P�)

is called the dual problem of (P). We will write supP� for (P�).

Remark 200 Note that if we call G (y0) := �� (0; y0), then problem (P�) is
equivalent to �nd

inf
y02RM

G (y0) ;

which is again of the type we started with. In this case, the natural perturbation
is �� : RN � RM ! [�1;1], and so, the perturbed problem of (P�) becomes

sup
y02RM

f��� (x0; y0)g ;
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for every �xed x0 2 RN . Hence, we may de�ne a dual problem for (P�), the
bidual problem of (P), namely

inf
x2RN

��� (x; 0) :

In particular, if � : RN � RM ! (�1;1] is proper, convex, and lower semi-
continuous, then ��� = �, and so the bidual problem of (P) becomes (P). This
fact allows us to dualize to (P�) any result proved for (P).

Proposition 201 Let F and � be as above. Then

inf P � supP�: (70)

Proof. Fix y0 2 RM . Since

�� (0; y0) = sup
x2RN ; y2RM

fy0 � y � � (x; y)g ;

for every x 2 RN and y 2 RM we have

�� (0; y0) � y0 � y � � (x; y) :

In particular, taking y = 0, we get

�� (0; y0) � �� (x; 0) = �F (x)

for all x 2 RN , or, equivalently,

F (x) � ��� (0; y0)

for all x 2 RN . Hence
inf
x2RN

F (x) � ��� (0; y0) :

Taking the supremum over all y0 2 RM , we get the desired result.
In general we can have strict inequality. See Exercise 214 below.
Next we de�ne the auxiliary function

H (y) := inf
x2RN

� (x; y) ; y 2 RM :

Note that by (69),

H (0) = inf
x2RN

� (x; 0) = inf
x2RN

F (x) : (71)

Proposition 202 Let F and � be as above. Then

H� (y0) = �� (0; y0) ; y0 2 RM ; (72)

and
H�� (0) = supP�:
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Proof. For each y0 2 RM we have

H� (y0) = sup
y2RM

fy0 � y �H (y)g

= sup
y2RM

�
y0 � y � inf

x2RN
� (x; y)

�
= sup

y2RM
sup
x2RN

fy0 � y � � (x; y)g = �� (0; y0) :

Hence

sup
y02RM

f��� (0; y0)g = sup
y02RM

f�H� (y0)g

= sup
y02RM

f0 � y0 �H� (y0)g = H�� (0) :

Note that, by (71) and the previous proposition, the inequality (70) reads as

H (0) � H�� (0) :

Thus we need to �nd conditions under which H (0) = H�� (0).

Proposition 203 Let F and � be as above. Assume that � : RN � RM !
[�1;1] convex. Then H : RM ! [�1;1] is convex.

Proof. Let y1, y2 2 RM and let � 2 (0; 1). If H (y1) or H (y2) is in�nite,
there is nothing to prove, thus assume that H (y1) < 1 and H (y2) < 1 (but
they could be �1). Fix two real numbers a > H (y1) and b > H (y2) and, using
the de�nition of H, �nd x1, x2 2 RN such that

H (y1) � � (x1; y1) � a; H (y2) � � (x2; y2) � b:

Then

H (�y1 + (1� �) y2) = inf
x2RN

� (x; �y1 + (1� �) y2)

� � (�x1 + (1� �)x2; �y1 + (1� �) y2)
� �� (x1; y1) + (1� �) �� (x2; y2)
� �a+ (1� �) b:

Letting a& H (y1) and b& H (y2) we obtain the desired result.
Unfortunately, even if � is lower semicontinuous, H may not be.

De�nition 204 Problem (P) is said to be

(i) normal if H (0) is �nite and H is lower semicontinuous at 0;

(ii) stable if H (0) is �nite and H is subdi¤erentiable at 0.
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Roughly speaking, these conditions express the fact that the in�mum changes
only gradually when (P) is perturbed. Similar notions can be de�ned for prob-
lem (P�).

Proposition 205 Let F and � be as above. Then (P) is stable if and only if
(P) is normal, inf P = supP�, and (P�) admits a solution.

Proof. Step 1: We claim that the set of solutions of (P�) coincides with
@H�� (0). Indeed, y00 2 RM is a solution of (P�), if and only if

��� (0; y00) � ��� (0; y0)

for all y0 2 RM , that is, by (72),

�H� (y00) � �H� (y0) = 0 � y0 �H� (y0)

for all y0 2 RM , which can be written as

�H� (y00) = sup
y02RM

f0 � y0 �H� (y0)g = H�� (0) :

Since
�H� (y00) + 0 � y00 = H�� (0) ;

we have equality in Young�s inequality, and this is equivalent to y00 2 @H�� (0).
Step 2: If (P) is stable, then H (0) is �nite and H is subdi¤erentiable at 0.
By Corollary 197, this implies that H (0) = H�� (0) 2 R and that @H�� (0) =
@H (0) 6= ;. Hence by the previous step, (P�) has a solution.
Conversely, if (P) is normal, H (0) = H�� (0) 2 R, and if (P�) admits a

solution, then by the previous step, @H�� (0) 6= ;, which implies that @H�� (0) =
@H (0) by Corollary 197. Hence (P) is stable.

Remark 206 If � is convex, then the condition inf P = supP� is super�uous
in the previous proposition. Indeed, if (P) is normal and (P�) admits a solution,
then by Proposition 203, the function H is convex (so that coH = H), and since
it is lower lower semicontinuous at 0, we have that lsc (coH) (0) = lscH (0) =
H (0). On the other hand, since @H�� (0) 6= ;, by Theorem 194(iv), we have
that H�� = lsc (coH), and so H�� (0) = H (0).
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Corollary 207 Let F and � be as above. Then (P�) is stable if and only if
(P�) is normal and (P��) admits a solution. In particular, if � : RN � RM !
(�1;1] is proper, convex, and lower semicontinuous, then (P�) is stable if and
only if (P�) is normal and (P) admits a solution.

The next result gives a su¢ cient condition for the stability of (P).

Proposition 208 Let F and � be as above. Assume that � : RN � RM !
[�1;1] is convex, that

inf P 2 R;
and that there exists x0 2 RN such that y 2 RM 7! � (x0; y) is �nite and
continuous at y = 0. Then (P) is stable. In particular, (P�) admits a solution.

Proof. By Proposition 203, H is convex, and by hypothesis and (71),

H (0) = inf
x2RN

F (x) 2 R:

Since y 2 RM 7! � (x0; y) is �nite and continuous at y = 0 there exists M > 0
such that

� (x0; y) �M

for all y in a neighborhood U of 0. Hence

H (y) = inf
x2RN

� (x; y) � � (x0; y) �M

for all y 2 U , which implies that 0 belongs to the interior of the e¤ective domain
of H. By Remark 99, H does not take the value �1, and so by Theorem 142,
H is subdi¤erentiable at y = 0. Thus (P) is stable.
Next we study normality.

Proposition 209 Let F and � be as above. Assume that � : RN � RM !
(�1;1] is proper, convex, and lower semicontinuous. Then (P) is normal if
and only if

inf P = supP� 2 R: (73)

Proof. Assume that (P) is normal and consider the lower semicontinuous
envelope lscH of H. Then

H�� � lscH � H: (74)

Since H is lower semicontinuous at 0, we have that (lscH) (0) = H (0) 2 R.
Since the function lscH is convex, lower semicontinuous and �nite at some
point, it never takes the value �1. Hence by Theorem 194, H�� = lscH. In
particular,

H�� (0) = (lscH) (0) = H (0) 2 R;
which is exactly (73).
Conversely, if (73), then H�� (0) = H (0) 2 R. It follows by (74), that

H�� (0) = (lscH) (0) = H (0) 2 R, which implies thatH is lower semicontinuous
at 0. Thus (P) is normal.
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Corollary 210 Let F and � be as above. Assume that � : RN � RM !
(�1;1] is proper, convex, and lower semicontinuous. Then the following three
conditions are equivalent to each other:

(i) (P) and (P�) are normal and have some solutions.

(ii) (P) and (P�) are stable.

(iii) (P) is stable and has some solutions.

We now give some extremality relations.

Theorem 211 Let F and � be as above. If (P) and (P�) have solutions and

inf P = supP� 2 R;

then for any solution x0 2 RN of (P) and any solution y00 2 RM of (P�) we
have the extremality relation

� (x0; 0) + �
� (0; y00) = 0; (75)

or, equivalently,
(0; y00) 2 @� (x0; 0) :

Conversely, if x0 2 RN and y00 2 RM satisfy (75), then x0 is a solution of (P)
and y00 is a solution of (P�) and inf P = supP� 2 R.

Proof. Assume that x0 2 RN is a solution of (P) and y00 2 RM is a solution
of (P�) and (73) holds. Then

� (x0; 0) = F (x0) = inf
x2RN

F (x)

= sup
y02RM

f��� (0; y0)g = ��� (0; y00) 2 R;

which can be written as

� (x0; 0) + �
� (0; y00) = 0 = 0 � x0 + y00 � 0

It now su¢ ces to remark that equality in Young�s inequality is equivalent to
(0; y00) 2 @� (x0; 0).
Conversely, if x0 2 RN and y00 2 RM satisfy (75), then, since

� (x; 0) � ��� (0; y0)

for all x 2 RN and all y0 2 RM by (70), taking y0 = y00 and using (75) gives

� (x; 0) � ��� (0; y00) = � (x0; 0)

for all x 2 RN , that is,

F (x0) = � (x0; 0) = min
x2RN

� (x; 0) = min
x2RN

F (x) ;
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which implies that x0 is a solution of (P).
Similarly, taking x = x0 gives

� (x0; 0) = ��� (0; y00) � ��� (0; y0)

for all x 2 RN and all y0 2 RM , which implies that

max
y02RM

f��� (0; y0)g = ��� (0; y00) ;

that is, y00 is a solution of (P�).
Finally, using (70) once more,

� (x0; 0) = min
x2RN

� (x; 0) � max
y02RM

f��� (0; y0)g = ��� (0; y00) ;

and so all inequalities are actually inequality.
We now discuss some important special cases. Let A be an N �M matrix

and denote by AT its transpose. Assume that

F (x) = J (x;Ax) ; (76)

where J : RN�RM ! [�1;1]. In this case the minimization problem problem
(P) becomes

inf
x2RN

J (x;Ax) :

A natural choice for the function � : RN � RM ! [�1;1] is

� (x; y) := J (x;Ax� y) :

Note that if J is convex, then so is �, and if J is lower semicontinuous, then so
is �.
To calculate the dual problem, let J� be the conjugate of J . Then for all

y0 2 RM . Since

�� (0; y0) = sup
x2RN ; y2RM

fy0 � y � J (x;Ax� y)g

= sup
x2RN

sup
y2RM

fy0 � y � J (x;Ax� y)g :

For any �xed x 2 RN , set w := Ax� y. Then

�� (0; y0) = sup
x2RN

sup
w2RM

fy0 �Ax� y0 � w � J (x;w)g

= sup
x2RN ; w2RM

��
AT y0

�
� x� y0 � w � J (x;w)

	
= J�

�
AT y0;�y0

�
:

Thus the problem (P�) becomes

sup
y02RM

�J�
�
AT y0;�y0

�
: (77)

Proposition 208 now becomes
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Proposition 212 Let L and J be as above. Assume that J : RN � RM !
[�1;1] is convex, that

inf
x2RN

J (x;Ax) 2 R;

and that there exists x0 2 RN such that y 2 RM 7! J (x0; y) is �nite and
continuous at L (x0). Then

inf P = supP�

and problem (P�) has a solution.

Proof. This follows from Proposition 205.
Theorem 211 reduces to:

Theorem 213 Let L and J be as above. If (P) and (P�) have solutions and

inf P = supP� 2 R;

then for any solution x0 2 RN of (P) and any solution y00 2 RM of (P�) we
have the extremality relation

J (x0; Ax0) + J
� �AT y00;�y00� = 0; (78)

or, equivalently, �
AT y00;�y00

�
2 @J (x0; Ax0) :

Conversely, if x0 2 RN and y00 2 RM satisfy (78), then x0 is a solution of (P)
and y00 is a solution of (P�) and inf P = supP� 2 R.
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A particular case of (76) is given when J is a sum of two functions, that is

F (x) = f (x) + g (Ax) ;

where as before A is an N �M matrix and

f : RN ! [�1;1] ; g : RM ! [�1;1] :

In this case the minimization problem (P) becomes

inf
x2RN

[f (x) + g (Ax)] :

Since J (x; y) = f (x) + g (y), if f and g are convex, then J is convex, and if f
and g are proper, convex, and lower semicontinuous, then so is J . Moreover,

J� (x0; y0) = sup
x2RN ; y2RM

fx0 � x+ y0 � y � f (x)� g (y)g

= f� (x0) + g� (y0) ;

so that the dual problem (P�) becomes

sup
y02RM

�
�f�

�
AT y0

�
� g� (�y0)

�
;

where f� and g� are the conjugate functions of f and g respectively.

Exercise 214 Find inf P and supP� for the following:

(i) Let A be the identity matrix and let f : R2 ! (�1;1] and g : R2 !
(�1;1].be de�ned by

f (x; y) :=

�
0 if x = 0;
1 otherwise,

g (x; y) :=

�
�min

�
1;
p
xy
	

if x � 0 and y � 0;
1 otherwise.

(ii) Let A be the identity matrix and let f : R2 ! (�1;1] and g : R2 !
(�1;1].be de�ned by

f (x; y) :=

�
0 if x = 0;
1 otherwise,

g (x; y) :=

�
�pxy if x � 0 and y � 0;
1 otherwise.

In this case Proposition 208 now becomes

Theorem 215 Let A be an N �M matrix. Consider two convex functionals

f : RN ! [�1;1] ; g : RM ! [�1;1] :

Assume that
inf
x2RN

[f (x) + g (Ax)] 2 R;

and that there exists x0 2 RN such that f (x0) 2 R, g (L (x0)) 2 R and g is
continuous at L (x0). Then

inf P = supP�;

and (P�) admits at least a solution.
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Concerning the extremality relation (78), we have

0 = J (x0; Ax0) + J
� �AT y00;�y00�

= f (x0) + g (Ax0) + f
� �AT y00�+ g� (�y00)

=
�
f (x0) + f

� �AT y00��AT y00 � x0�
+ [g (Ax0) + g

� (�y00)� (�y00 �Ax0)]

and since the expressions in square brackets are nonnegative, we obtain the two
extremality relations

f (x0) + f
� �AT y00��AT y00 � x0 = 0; (79)

g (Ax0) + g
� (�y00)� (�y00 �Ax0) = 0; (80)

which are equivalent to

AT y00 2 @f (x0) ; �y00 2 @g (Ax0) :

3.10 An example

All the results done in the previous section can be extended to the in�nite-
dimensional setting. It su¢ ces to replace RN and RM with two topological
vector spaces V and Y , and the inner products x0 � x and y0 � y with the duality
pairings hv0; viV 0 ;V and hy0; yiY 0 ;Y . We present here an application.
Let 
 � RN be an open bounded set with Lipschitz boundary. Let g : RN !

[0;1) be a strictly convex function such that

0 � g (z) � C (1 + jzjp)

for z 2 RN and for some C > 0 and p > 1. Given function f 2 Lq (
), where
1
p +

1
q = 1, we are interested in the following minimization problem

inf

�Z



g (rv (x)) dx�
Z



v (x) f (x) dx : v 2W 1;p
0 (
)

�
:

Note that if u 2W 1;p (
) is a solution of this problem, then for any ' 2 C1c (
)
the function

 (t) :=

Z



g (ru (x) + tr' (x)) dx�
Z



(u (x) + t' (x)) f (x) dx

has a minimum in t = 0, and so, if g is of class C1
�
RN
�
by di¤erentiating under

the integral sign (why can we do it?), we get

0 =  0 (0) =

Z



rg (ru (x)) � r' (x) dx�
Z



' (x) f (x) dx:
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If u and g are more regular, then we can integrate by parts to get

0 =�
Z



div (rg (ru (x)))' (x) dx

+

Z
@


rg (ru (x)) � � (x)' (x) dHN�1 �
Z



' (x) f (x) dx

=�
Z



[div (rg (ru (x))) + f (x)]' (x) dx;

where we have used the fact that ' = 0 on @
. Since this is true for all
' 2 C1c (
), we get that u solves the Dirichlet problem�

�div (rg (ru)) = f in 
;
u = 0 on @
:

If the function g is not of class C1, say,

g (z) := jzjp + c jzj ;

then we are in trouble.
To �nd the dual problem, we take V = W 1;p

0 (
), Y = Lp
�

;RN

�
, and

consider the linear functional

L :W 1;p (
)! Lp
�

;RN

�
v 7! rv

and the convex functionals

F :W 1;p (
)! R; G : Lp
�

;RN

�
! [0;1)

de�ned by

F (v) := �
Z



v (x) f (x) dx G (z) :=

Z



g (z) dx:

Hence, the minimization problem (P) becomes

inf
v2W 1;p

0 (
)

�Z



g (rv) dx�
Z



vf dx

�
= inf

v2W 1;p
0 (
)

[F (v) +G (L (v))] :

The transpose of L is

LT : Lq
�

;RN

�
!W�1;q (
)

The dual problem (P�) is given by

sup
z�2Lq(
;R2)

�
�F �

�
LT (z�)

�
�G� (�z�)

�
:
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It is well-known that

G� (�z�) =
Z



g� (�z�) dx;

while

F � (L� (z�)) = sup
v2W 1;p

0 (
)

n

LT (z�) ; v

�
W�1;q(
);W 1;p(
)

� F (v)
o

= sup
v2W 1;p

0 (
)

n
hz�; L (v)iW�1;q(
);W 1;p(
) � F (v)

o
= sup

v2W 1;p
0 (
)

�Z



z� � rv dx�
Z



vf dx

�
:

If z� is su¢ ciently regular, we can use the divergence theorem to getZ



z� � rv dx = �
Z



v div z� dx+

Z
@


vz� � � dHN�1

= �
Z



v div z� dx;

where we have used the fact that v = 0 on @
. Hence,

F � (L� (z�)) = sup
v2W 1;p

0 (
)

�Z



v (div z� + f) dx

�
=

�
0 if div z� = �f in 
;
1 otherwise.

Therefore problem (P�) reduces to

sup

�
�
Z



g� (�z�) dx : z� 2 Lq (div; 
) ; (81)

div z� = �f in 
g;

where
Lq (div; 
) :=

�
z� 2 Lq

�

;RN

�
: div z� 2 Lq (
)

	
:

Taking v0 = 0 we have that such that F (0) = 0 2 R, G (L (0)) = g (0)LN (
) 2
R and G is continuous at 0. Hence, if inf P > �1, then

inf P = supP�;

and (P�) admits at least a solution z�0 .
To see what equation is solved by z�0 , note that for any ' 2 C1c

�

;RN

�
with div' = 0, the function

 (t) :=

Z



g� (�z�0 (x)� t' (x)) dx
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has a minimum in t = 0, and so, by di¤erentiating under the integral sign (why
can we do it?), we get

0 =  0 (0) =

Z



rg� (�z�0 (x)) � ' (x) dx:

Let � 2 C1c
�

;RN

�
and consider

' (x) =

0@0; : : : ;� @�

@xj
i-th

; 0; : : : ;� @�

@xi
j-th

; 0; : : : ; 0

1A :

Then div' = � @2�
@xi@xj

+ @2�
@xi@xi

= 0, and so

0 =

Z



�
�@g

�

@zi
(�z�0 (x))

@�

@xj
(x) +

@g�

@zj
(�z�0 (x))

@�

@xi
(x)

�
dx:

If z�0 and g
� are more regular, then we can integrate by parts to get

0 =

Z



�
�@g

�

@zi
(�z�0 (x))

@�

@xj
(x) +

@g�

@zj
(�z�0 (x))

@�

@xi
(x)

�
=

Z



�
@

@xj

�
@g�

@zi
(�z�0 (x))

�
� @

@xi

�
@g�

@zj
(�z�0 (x))

��
� (x) dx;

where we have used the fact that � = 0 on @
. Since this is true for all
� 2 C1c (
), we get

@

@xj

�
@g�

@zi
(�z�0 (x))

�
=

@

@xi

�
@g�

@zj
(�z�0 (x))

�
;

which says that
curl (rg� (�z�0 (x))) = 0:

If 
 is simply connected, this implies that

rg� (�z�0 (x)) = ru1 (x)

for some function u1 2W 1;p (
).
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